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        21 eos-gw1.gsfc.nasa.gov 0.972764
        22 eos-gw1.gsfc.nasa.gov 0.891611
        23 eos-gw1.gsfc.nasa.gov 0.865066
        24 eos-gw1.gsfc.nasa.gov 0.851223
        25 eos-gw1.gsfc.nasa.gov 0.85092
        26 eos-gw1.gsfc.nasa.gov 0.772184



EOSDIS Version 0 System Performance
Technical Analysis Report

EOSVV-0902-10/31/94 B-24

        17:40:02     926     240      41    0.30    0.42  206541   36120
        18:00:03    1177     237      44    0.39    0.73  240821   25756
        19:00:02     519     121      46    0.28    0.29  110162   43947
        20:00:02     393      71      46    0.18    0.18   28645    7032
        21:00:03     183      34      18    0.15    0.16    7677    3103
        22:00:02     126      13       5    0.07    0.07    5472     440
        23:00:03      70       7       1    0.05    0.05    4097      60

        23:00:03 scall/s sread/s swrit/s  fork/s  exec/s rchar/s wchar/s
        Average      936     228     142    0.41    0.49   73773   17508

        Sample Data from the V0 Network Team's
        Network Traffic Report:  GSFC to LaRC (Mbytes)
        September 1-26, 1994

        01 eos-gw1.gsfc.nasa.gov 0.932718
        02 eos-gw1.gsfc.nasa.gov 0.986689
        03 eos-gw1.gsfc.nasa.gov 1.04669
        04 eos-gw1.gsfc.nasa.gov 1.27873
        05 eos-gw1.gsfc.nasa.gov 1.13253
        06 eos-gw1.gsfc.nasa.gov 0.976934
        07 eos-gw1.gsfc.nasa.gov 0.977785
        08 eos-gw1.gsfc.nasa.gov 1.02234
        09 eos-gw1.gsfc.nasa.gov 0.97653
        10 eos-gw1.gsfc.nasa.gov 0.934607
        11 eos-gw1.gsfc.nasa.gov 0.975006
        12 eos-gw1.gsfc.nasa.gov 0.976898
        13 eos-gw1.gsfc.nasa.gov 1.00092
        14 eos-gw1.gsfc.nasa.gov 0.974243
        15 eos-gw1.gsfc.nasa.gov 1.01169
        16 eos-gw1.gsfc.nasa.gov 0.971756
        17 eos-gw1.gsfc.nasa.gov 0.982172
        18 eos-gw1.gsfc.nasa.gov 0.951531
        19 eos-gw1.gsfc.nasa.gov 0.928166
        20 eos-gw1.gsfc.nasa.gov 0.977825
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        20:00:02    0.00     0.0    0.00     0.0    0.00     372
        21:00:03    0.00     0.0    0.00     0.0    0.00     231
        22:00:02    0.00     0.0    0.00     0.0    0.00     185
        23:00:03    0.00     0.0    0.00     0.0    0.00     167

        23:00:03 swpin/s bswin/s swpot/s bswot/s pswot/s pswch/s
        Average     0.00     0.0    0.00     0.0     0.0     637

        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, System Call Statistics

        07:46:13 scall/s sread/s swrit/s  fork/s  exec/s rchar/s wchar/s
        07:46:13 unix restarts
        08:20:03     301     137      18    0.60    0.59   39649   26706
        08:40:02     289     137      13    0.33    0.33   10322    1486
        09:20:04    2191     301     315    0.56    0.65  344338  107457
        09:40:02    2379     838     519    0.44    0.57  412221  226934
        10:00:03    2202     542     476    0.54    0.72  278350  181011
        10:40:02    1965     453     380    1.05    1.18  280195  168011
        11:00:03    1344     314     276    0.53    0.62  272025  153890
        11:20:03    1617     380     333    0.62    0.68  370178  220501
        12:00:03    1032     359     237    0.28    0.28  154603  227189
        12:20:03    1059      92      32    0.45    0.50  114684  196276
        12:40:02    1726     714     155    0.62    0.71  490582  418888
        13:20:03    2422     491     421    0.61    0.91  412804  406364
        13:40:03    1130     161      58    0.36    0.42  148727  184322
        14:00:05     966     277      79    0.57    0.66  270071  184666
        14:40:03     830     233      67    0.73    0.92  173884  103770
        15:00:03     549     164      59    0.45    0.43  113096   37095
        15:20:03     918     188     188    0.90    1.20  120159   32234
        16:00:03    1245     312     230    0.50    0.62 1435583 1349946
        16:20:03    1423     528     384    0.37    0.38 1075249 1002008
        16:40:05     378     115      38    0.32    0.41   86294   39933
        17:20:03     459     118      50    0.46    0.59   90841   41411
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        23:00:03     1.2      20

        23:00:03 runq-sz %runocc swpq-sz %swpocc
        Average      2.2      52

        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, Swapping and switching activity

        07:46:13 swpin/s bswin/s swpot/s bswot/s pswot/s pswch/s
        07:46:13 unix restarts
        08:20:03    0.00     0.0    0.00     0.0    0.00     287
        08:40:02    0.00     0.0    0.00     0.0    0.00     232
        09:20:04    0.00     0.0    0.00     0.0    0.00     789
        09:40:02    0.00     0.0    0.00     0.0    0.00    1699
        10:00:03    0.00     0.0    0.00     0.0    0.00    1188
        10:40:02    0.00     0.0    0.00     0.0    0.00     998
        11:00:03    0.00     0.0    0.00     0.0    0.00     727
        11:20:03    0.00     0.0    0.00     0.0    0.00     935
        12:00:03    0.00     0.0    0.00     0.0    0.00     889
        12:20:03    0.00     0.0    0.00     0.0    0.00     468
        12:40:02    0.00     0.0    0.00     0.0    0.00     876
        13:20:03    0.00     0.0    0.00     0.0    0.00    1274
        13:40:03    0.00     0.0    0.00     0.0    0.00     682
        14:00:05    0.00     0.0    0.00     0.0    0.00     719
        14:40:03    0.00     0.0    0.00     0.0    0.00     684
        15:00:03    0.00     0.0    0.00     0.0    0.00     714
        15:20:03    0.00     0.0    0.00     0.0    0.00     778
        16:00:03    0.00     0.0    0.00     0.0    0.00     710
        16:20:03    0.00     0.0    0.00     0.0    0.00    1182
        16:40:05    0.00     0.0    0.00     0.0    0.00     465
        17:20:03    0.00     0.0    0.00     0.0    0.00     558
        17:40:02    0.00     0.0    0.00     0.0    0.00     658
        18:00:03    0.00     0.0    0.00     0.0    0.00     724
        19:00:02    0.00     0.0    0.00     0.0    0.00     635
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        Average    15.63    7.91    7.59    0.00    0.13   11.95    7.67   11.48   0.04

        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, Queue Status
        (run queue only - swap queue statistics are not supported)

        07:46:13 runq-sz %runocc swpq-sz %swpocc
        07:46:13 unix restarts
        08:20:03     1.5      18
        08:40:02     1.5      13
        09:20:04     1.7      77
        09:40:02     3.7      96
        10:00:03     2.5      75
        10:40:02     2.8      65
        11:00:03     2.2      51
        11:20:03     2.6      67
        12:00:03     2.0      65
        12:20:03     1.7      51
        12:40:02     2.7      82
        13:20:03     3.4      89
        13:40:03     2.1      58
        14:00:05     2.0      66
        14:40:03     2.0      58
        15:00:03     1.9      61
        15:20:03     2.1      55
        16:00:03     2.2      76
        16:20:03     2.8      84
        16:40:05     1.5      37
        17:20:03     1.7      44
        17:40:02     2.1      66
        18:00:03     2.3      77
        19:00:02     1.7      50
        20:00:02     1.4      37
        21:00:03     1.2      22
        22:00:02     1.2      21
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        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, Paging Activity

        07:46:13  vflt/s dfill/s cache/s pgswp/s pgfil/s  pflt/s  cpyw/s steal/s rclm/s
        07:46:13 unix restarts
        08:20:03   10.92    4.58    6.08    0.00    0.26   13.34    8.91    8.52   0.07
        08:40:02    6.28    3.09    3.10    0.00    0.09    8.39    5.46    5.48   0.03
        09:20:04   13.64    6.82    6.68    0.00    0.13   13.33    8.45   10.79   0.03
        09:40:02   11.80    5.89    5.75    0.00    0.15   11.44    7.03    9.40   0.03
        10:00:03   16.79    9.18    7.47    0.00    0.14   13.74    8.57   12.80   0.03
        10:40:02   40.76   20.74   19.81    0.00    0.22   28.21   17.43   30.11   0.04
        11:00:03   19.43   10.29    9.03    0.00    0.09   13.90    8.78   14.24   0.03
        11:20:03   22.95   11.20   11.51    0.00    0.24   15.93   10.13   16.41   0.03
        12:00:03   14.75    7.43    7.23    0.00    0.09    8.14    5.25    9.69   0.03
        12:20:03   11.35    5.20    6.03    0.00    0.13    9.47    6.47    7.93   0.03
        12:40:02   28.74   14.36   13.93    0.00    0.45   19.09   10.20   22.38   0.03
        13:20:03   27.25   14.30   12.78    0.00    0.17   18.28   10.59   21.00   0.03
        13:40:03   17.14    8.97    8.04    0.00    0.13   11.43    7.39   12.16   0.03
        14:00:05   20.93   10.41   10.43    0.00    0.09   15.61    9.89   15.48   0.04
        14:40:03   28.71   15.13   13.39    0.00    0.18   22.21   14.09   21.70   0.03
        15:00:03   14.20    8.23    5.93    0.00    0.04   15.02    9.94   11.60   0.03
        15:20:03   29.87   15.05   14.62    0.00    0.20   24.82   16.68   21.58   0.04
        16:00:03   13.94    7.14    6.52    0.00    0.27   16.42   11.49   11.45   0.04
        16:20:03    9.81    5.00    4.61    0.00    0.20   11.03    7.30    7.91   0.03
        16:40:05    9.74    4.94    4.68    0.00    0.12   12.02    8.81    7.58   0.03
        17:20:03   16.29    8.01    8.11    0.00    0.18   17.91   12.67   11.91   0.03
        17:40:02   18.61    9.13    9.24    0.00    0.24   13.88    9.42   12.70   0.03
        18:00:03   24.52   13.30   11.02    0.00    0.20   14.83    8.67   17.63   0.03
        19:00:02   18.06    8.87    9.12    0.00    0.07    8.56    5.45   11.72   0.03
        20:00:02   11.98    5.96    6.01    0.00    0.02    5.67    3.59    7.92   0.03
        21:00:03    8.26    3.96    4.28    0.00    0.02    4.43    2.88    5.47   0.03
        22:00:02    1.79    0.84    0.94    0.00    0.01    1.67    1.08    1.38   0.03
        23:00:03    0.84    0.43    0.41    0.00    0.00    0.89    0.62    0.68   0.03

        23:00:03  vflt/s dfill/s cache/s pgswp/s pgfil/s  pflt/s  cpyw/s steal/s rclm/s
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        tcp        0      0  127.0.0.1.1687         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1686         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1685         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1684         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1683         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1682         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1681         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1680         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1679         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1678         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1677         127.0.0.1.111          TIME_WAIT
        tcp        0      0  192.107.190.139.1525   128.183.117.18.1037    ESTABLISHED
        tcp        0      0  192.107.190.139.1589   128.183.112.139.6000   ESTABLISHED
        tcp        0      0  192.107.190.75.23      128.183.112.139.2714   ESTABLISHED
        tcp        0      0  192.107.190.75.513     128.183.108.60.1018    ESTABLISHED
        tcp        0      0  192.107.190.139.25     137.205.192.11.1262    ESTABLISHED
        tcp        0      0  192.107.190.139.1500   128.183.108.47.6000    ESTABLISHED
        tcp        0      0  192.107.190.75.512     128.183.108.47.1026    ESTABLISHED
        tcp        0      0  192.107.190.139.513    128.183.108.60.1021    ESTABLISHED
        tcp        0      0  192.107.190.139.1384   128.183.108.47.6000    ESTABLISHED
        tcp        0      0  192.107.190.75.512     128.183.108.47.1025    ESTABLISHED
        tcp        0      0  192.107.190.75.513     128.183.108.60.1019    ESTABLISHED
        udp        0      0  127.0.0.1.123          *.*
        udp        0      0  192.107.190.75.123     *.*
        udp        0      0  192.107.190.139.123    *.*
        Active UNIX domain sockets
        Address  Type   Recv-Q Send-Q    Inode     Conn     Refs  Nextref Addr
        80559d90 dgram       0      0 80155c38        0        0        0 /etc/.smtd
        8054be90 dgram       0      0        0        0        0        0
        8055dd90 stream      0      0 80161778        0        0        0 /tmp/.fsda00345
        80547f10 stream      0      0 80160b38        0        0        0 /dev/printer
        86668790 stream      0      0 80168a18        0        0        0 /tmp/.X11-unix/X0
        87f15d10 stream      0      0        0 87d53210        0        0 /tmp/.X11-unix/X0
        8b164b10 stream      0      0        0 87f15b90        0        0
        87545290 stream      0      0        0 878e3c10        0        0
        87812910 stream      0      0        0 87f15e90        0        0
        878e3c90 stream      0      0        0 878e3210        0        0 /tmp/.X11-unix/X0
        86478b10 stream      0      0        0 8055cd90        0        0 /tmp/.X11-unix/X0
        Name Mtu   Network     Address            Ipkts Ierrs    Opkts Oerrs  Coll
        ipg0 4352  192.107.190 eosdata-f          31064     0    41805     0     0
        et0  1500  192.107.190 eosdata              560     0       74     0     0
        lo0  32880 loopback    localhost           5909     0     5909     0     0
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30/13:45:0 164.570 40 2.27 35.71
30/14:15:0 164.175 45 2.25 35.87
30/14:45:0 163.058 46 0.66 36.31
30/15:15:0 164.246 40 3.16 35.84
30/15:45:0 155.167 44 3.39 39.39
30/16:15:0 165.582 41 1.43 35.32
30/16:45:0 157.550 40 1.34 38.46
30/17:15:0 169.843 35 0.92 33.65
30/17:45:0 173.996 25 1.11 32.03
30/18:15:0 180.042 17 0.79 29.67
30/18:45:0 189.621 12 0.57 25.93
30/19:15:0 186.914 11 0.9 26.99
30/19:45:0 188.878 11 0.35 26.22
30/20:15:0 189.050 12 0.39 26.15
30/20:45:0 188.761 12 0.36 26.26
30/21:15:0 188.339 12 0.39 26.43
30/21:45:0 189.769 11 0.39 25.87
30/22:15:0 189.664 11 0.28 25.91
30/22:45:0 191.226 10 0.34 25.30
30/23:15:0 190.984 10 0.84 25.40
30/23:45:0 191.246 10 0.42 25.29

Average 20.50 %
Peak 53.47 %
Occurs at: 26/15:45:
Minimum 11 %

        Sample Output from the netstat utility
        GSFC DAAC:  Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, IMS Network interface statistics

        Mon Sep 26 08:00:02 EDT 1994
        Active Internet connections
        Proto Recv-Q Send-Q  Local Address          Foreign Address        (state)
        tcp        0      0  127.0.0.1.1690         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1689         127.0.0.1.111          TIME_WAIT
        tcp        0      0  127.0.0.1.1688         127.0.0.1.111          TIME_WAIT
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29/13:15:0 189.761 34 3.19 25.87
29/13:45:0 183.332 35 2.96 28.39
29/14:15:0 181.996 36 1.52 28.91
29/14:45:0 188.093 39 1.68 26.53
29/15:15:0 172.546 39 3.34 32.60
29/15:45:0 166.441 42 1.48 34.98
29/16:15:0 162.632 39 1.55 36.47
29/16:45:0 171.664 29 0.7 32.94
29/17:15:0 188.105 26 1.59 26.52
29/17:45:0 181.003 26 2.52 29.30
29/18:15:0 202.640 25 1.13 20.84
29/18:45:0 207.941 21 0.9 18.77
29/19:15:0 210.437 19 0.54 17.80
29/19:45:0 210.917 16 0.45 17.61
29/20:15:0 210.460 17 0.57 17.79
29/20:45:0 211.855 15 1.02 17.24
29/21:15:0 210.730 16 0.49 17.68
29/21:45:0 213.804 14 0.51 16.48
29/22:15:0 214.011 13 0.44 16.40
29/22:45:0 213.867 13 0.43 16.46
29/23:15:0 210.445 14 2.03 17.79
29/23:45:0 213.121 12 0.62 16.75
30/00:15:0 212.281 12 0.73 17.08
30/00:45:0 212.359 12 0.54 17.05
30/01:15:0 212.601 12 0.67 16.95
30/01:45:0 212.453 12 0.65 17.01
30/02:15:0 213.437 12 0.7 16.63
30/02:45:0 213.566 13 0.38 16.58
30/03:15:0 213.273 12 0.41 16.69
30/03:45:0 207.699 12 0.39 18.87
30/04:15:0 206.074 12 0.48 19.50
30/04:45:0 215.257 11 0.5 15.91
30/05:15:0 214.957 12 0.58 16.03
30/05:45:0 214.304 12 0.35 16.29
30/06:15:0 213.238 13 0.4 16.70
30/06:45:0 211.433 15 0.51 17.41
30/07:15:0 209.335 15 1.09 18.23
30/07:45:0 209.070 18 0.37 18.33
30/08:15:0 201.984 26 1.75 21.10
30/08:45:0 194.480 27 0.62 24.03
30/09:15:0 193.277 30 0.57 24.50
30/09:45:0 197.707 37 0.98 22.77
30/10:15:0 190.855 41 0.99 25.45
30/10:45:0 168.476 43 0.59 34.19
30/11:15:0 165.660 43 1.59 35.29
30/11:45:0 170.722 45 0.93 33.31
30/12:15:0 170.289 46 0.71 33.48
30/12:45:0 165.996 43 0.86 35.16
30/13:15:0 165.789 39 0.82 35.24
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28/12:45:0 188.863 48 4.58 26.23
28/13:15:0 175.460 48 5.07 31.46
28/13:45:0 172.078 45 6.26 32.78
28/14:15:0 183.019 41 2.31 28.51
28/14:45:0 192.75 44 2.98 24.71
28/15:15:0 195.117 48 3.03 23.78
28/15:45:0 190.195 47 2.78 25.70
28/16:15:0 181.351 44 2.57 29.16
28/16:45:0 196.964 39 2.31 23.06
28/17:15:0 201.437 30 3.58 21.31
28/17:45:0 203.203 19 4.63 20.62
28/18:15:0 207.046 19 1.93 19.12
28/18:45:0 155.511 20 2.01 39.25
28/19:15:0 213.136 14 2.14 16.74
28/19:45:0 216.187 15 0.74 15.55
28/20:15:0 216.308 14 0.37 15.50
28/20:45:0 216.582 14 0.3 15.40
28/21:15:0 215.402 15 0.39 15.86
28/21:45:0 215.707 15 0.28 15.74
28/22:15:0 216.445 14 0.33 15.45
28/22:45:0 215.062 14 0.52 15.99
28/23:15:0 213.718 14 1.68 16.52
28/23:45:0 216.136 14 0.38 15.57
29/00:15:0 215.222 15 0.42 15.93
29/00:45:0 215.539 14 0.39 15.81
29/01:15:0 216.277 13 0.36 15.52
29/01:45:0 216.312 13 0.38 15.50
29/02:15:0 216.691 13 1.35 15.35
29/02:45:0 216.121 13 1.31 15.58
29/03:15:0 216.074 13 1.36 15.60
29/03:45:0 214.878 14 1.31 16.06
29/04:15:0 214.382 15 0.47 16.26
29/04:45:0 215.390 14 0.38 15.86
29/05:15:0 217.359 13 0.49 15.09
29/05:45:0 217.019 13 0.44 15.23
29/06:15:0 217.191 13 0.32 15.16
29/06:45:0 216.890 13 0.51 15.28
29/07:15:0 213.765 16 0.4 16.50
29/07:45:0 211.105 19 0.71 17.54
29/08:15:0 205.261 25 0.6 19.82
29/08:45:0 203.855 29 0.85 20.37
29/09:15:0 201.277 33 0.67 21.38
29/09:45:0 198.480 34 1.42 22.47
29/10:15:0 202.332 31 1.62 20.96
29/10:45:0 196.703 35 2.54 23.16
29/11:15:0 192.140 36 6.16 24.95
29/11:45:0 195.980 33 4.82 23.45
29/12:15:0 196.109 34 3.07 23.39
29/12:45:0 194.882 33 5.57 23.87
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27/11:45:0 209.531 24 0.73 18.15
27/12:15:0 211.558 25 0.99 17.36
27/12:45:0 207.660 25 1.16 18.88
27/13:15:0 206.105 28 1.37 19.49
27/13:45:0 201.195 36 3.05 21.41
27/14:15:0 201.636 35 2.55 21.24
27/14:45:0 192.140 44 1.67 24.95
27/15:15:0 162.085 42 1.99 36.69
27/15:45:0 176.992 34 2.02 30.86
27/16:15:0 177.031 36 2.38 30.85
27/16:45:0 197.035 24 2.54 23.03
27/17:15:0 211.589 19 1.93 17.35
27/17:45:0 214.289 15 1.53 16.29
27/18:45:0 223.003 5 0.85 12.89
27/19:15:0 224.132 2 1.04 12.45
27/19:45:0 225.25 2 1.84 12.01
27/20:15:0 226.210 1 0.8 11.64
27/20:45:0 223.812 3 0.82 12.57
27/21:15:0 227.031 1 0.74 11.32
27/21:45:0 226.730 2 0.78 11.43
27/22:15:0 226.933 2 0.76 11.35
27/22:45:0 227.070 1 0.6 11.30
27/23:15:0 224.675 1 2.52 12.24
27/23:45:0 227.089 1 0.93 11.29
28/00:15:0 227.062 1 0.38 11.30
28/00:45:0 227.085 1 0.54 11.29
28/01:15:0 227.019 1 0.6 11.32
28/01:45:0 227.660 1 0.67 11.07
28/02:15:0 227.644 1 0.7 11.08
28/02:45:0 227.417 1 0.76 11.16
28/03:15:0 227.640 1 0.71 11.08
28/03:45:0 220.015 2 0.63 14.06
28/04:15:0 212.632 2 0.75 16.94
28/04:45:0 220.238 2 0.71 13.97
28/05:15:0 215.812 2 1.43 15.70
28/05:45:0 227.453 2 0.61 11.15
28/06:15:0 227.429 2 0.56 11.16
28/06:45:0 225.863 4 0.61 11.77
28/07:15:0 224.894 5 0.65 12.15
28/07:45:0 223.105 7 1.82 12.85
28/08:15:0 210.652 17 1.09 17.71
28/08:45:0 206.050 26 1.17 19.51
28/09:15:0 212.660 25 0.84 16.93
28/09:45:0 196.5 31 1.31 23.24
28/10:15:0 192.585 38 2.13 24.77
28/10:45:0 189.382 42 1.55 26.02
28/11:15:0 190.617 46 3.5 25.54
28/11:45:0 188.359 48 3.32 26.42
28/12:15:0 180.839 49 7.38 29.36
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26/10:45:0 203.726 37 2.75 20.42
26/11:15:0 205.070 36 2.58 19.89 0.78485
26/11:45:0 199.031 39 2.19 22.25
26/12:15:0 196.429 38 2.36 23.27
26/12:45:0 184.644 40 4.2 27.87
26/13:15:0 191.816 41 5.44 25.07
26/13:45:0 193.972 36 3.24 24.23
26/14:15:0 193.058 37 3.01 24.59
26/14:45:0 190.753 37 2.65 25.49
26/15:15:0 199.421 33 2.46 22.10
26/15:45:0 119.125 30 3.54 53.47
26/16:15:0 206.957 24 3.59 19.16
26/16:45:0 209.492 21 1.55 18.17
26/17:15:0 208.839 18 1.44 18.42
26/17:45:0 197.125 15 3.31 23.00
26/18:15:0 203.613 11 1.66 20.46
26/18:45:0 216.992 7 1.9 15.24
26/19:15:0 218.453 7 1.5 14.67
26/19:45:0 219.597 6 1.1 14.22
26/20:15:0 217.769 8 0.58 14.93
26/20:45:0 219.125 6 0.62 14.40
26/21:15:0 219.578 6 0.67 14.23
26/21:45:0 217.562 7 0.69 15.01
26/22:15:0 219.675 6 0.7 14.19
26/22:45:0 219.238 6 0.53 14.36
26/23:15:0 217.375 6 2.17 15.09
26/23:45:0 219.242 6 0.89 14.36
27/00:15:0 218.75 6 0.56 14.55
27/00:45:0 218 7 0.81 14.84
27/01:15:0 217.472 7 0.72 15.05
27/01:45:0 218.726 6 0.56 14.56
27/02:15:0 219.191 6 0.44 14.38
27/02:45:0 218.011 7 0.68 14.84
27/03:15:0 219.527 6 0.74 14.25
27/03:45:0 219.542 6 0.47 14.24
27/04:15:0 219.523 6 0.49 14.25
27/04:45:0 220.472 6 0.62 13.88
27/05:15:0 219.457 7 0.73 14.27
27/05:45:0 219.960 7 0.54 14.08
27/06:15:0 219.785 7 0.53 14.15
27/06:45:0 220.160 7 0.4 14.00
27/07:15:0 219.339 7 0.77 14.32
27/07:45:0 217.703 14 0.96 14.96
27/08:15:0 208.042 19 1.94 18.73
27/08:45:0 207.718 22 4.59 18.86
27/09:15:0 203.812 25 1.75 20.39
27/09:45:0 190.210 33 1.26 25.70
27/10:15:0 198.089 36 0.64 22.62
27/11:15:0 214.527 20 0.95 16.20
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        Day 26, Free Memory, simultaneous users and processes in the run queue

        26.343750 225.609375 7 0.64
        26.364583 217.414062 13 0.66
        26.385417 213.554687 20 2.16
        26.406250 204.878906 27 4.04
        26.427083 205.355469 30 1.39
        26.447917 203.726562 37 2.75
        26.468750 205.070312 36 2.58
        26.489583 199.031250 39 2.19
        26.510417 196.429687 38 2.36
        26.531250 184.644531 40 4.20
        26.552083 191.816406 41 5.44
        26.572917 193.972656 36 3.24
        26.593750 193.058594 37 3.01
        26.614583 190.753906 37 2.65
        26.635417 199.421875 33 2.46
        26.656250 119.125000 30 3.54
        26.677083 206.957031 24 3.59
        26.697917 209.492187 21 1.55
        26.718750 208.839844 18 1.44
        26.739583 197.125000 15 3.31
        26.760417 203.613281 11 1.66
        26.781250 216.992187 7 1.90
        26.802083 218.453125 7 1.50
        26.822917 219.597656 6 1.10
        26.843750 217.769531 8 0.58
        26.864583 219.125000 6 0.62
        26.885417 219.578125 6 0.67
        26.906250 217.562500 7 0.69
        26.927083 219.675781 6 0.70
        26.947917 219.238281 6 0.53
        26.968750 217.375000 6 2.17
        26.989583 219.242187 6 0.89

Time Free
Memory
(Mbytes

)

Number of
Simultaneo

us Users

Jobs in
the run
queue

Memory
Utilization
Percenta
ge

26/08:15:0 225.609 7 0.64 11.87
26/08:45:0 217.414 13 0.66 15.07 Averag 2
26/09:15:0 213.554 20 2.16 16.58
26/09:45:0 204.878 27 4.04 19.97
26/10:15:0 205.355 30 1.39 19.78
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30/08:00:0 232,268 0 0
30/09:00:0 244,132 0 0
30/10:00:0 248,668 0 0
30/11:00:0 258,624 0 0
30/12:00:0 261,651 5 2.155172414
30/13:00:0 263,207 32 17.77777778
30/14:00:0 268,674 35 13.20754717
30/15:00:0 278,983 56 40.57971014
30/16:00:0 291,718 0 0
30/17:00:0 298,064 257 31.96517413
30/18:00:0 299,081 0 0
30/19:00:0 299,761 0 0
30/20:00:0 300,356 0 0
30/21:00:0 302,021 0 0
30/22:00:0 302,394 0 0
30/23:00:0 302,727 0 0

1,832 8.200669647
Totals 29,108,2

Average
Average
Average
Average
Average

Peak
Occurs at:

Peak
Occurs at:

Peak
Occurs at:

        Sample Data from the V0 Network Team's
        Host Load Monitoring Report
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
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28/07:00:0 4,916 0 0
28/08:00:0 12,143 0 0
28/09:00:0 28,671 0 0
28/10:00:0 34,393 0 0
28/11:00:0 41,947 0 0
28/12:00:0 52,413 0 0
28/13:00:0 60,532 0 0
28/14:00:0 85,003 467 77.83333333
28/15:00:0 97,317 8 0.538720539
28/16:00:0 107,971 3 0.51457976
28/17:00:0 120,943 0 0
28/18:00:0 124,443 0 0
28/19:00:0 126,765 0 0
28/20:00:0 128,283 0 0
28/21:00:0 128,653 0 0
28/22:00:0 129,050 0 0
28/23:00:0 129,466 0 0
29/00:00:0 129,839 0 0
29/01:00:0 130,252 0 0
29/02:00:0 130,620 0 0
29/03:00:0 130,992 372 0
29/04:00:0 131,422 431 0
29/05:00:0 131,921 0 0
29/06:00:0 132,384 0 0
29/07:00:0 134,918 0 0
29/08:00:0 145,726 0 0
29/09:00:0 160,875 0 0
29/10:00:0 170,608 283 38.50340136
29/11:00:0 175,431 0 0
29/12:00:0 185,822 172 11.89488243
29/13:00:0 189,810 93 8.010335917
29/14:00:0 200,738 9 5.027932961
29/15:00:0 206,547 89 32.1299639
29/16:00:0 214,108 81 8.737864078
29/17:00:0 217,360 10 0.897666068
29/18:00:0 220,370 12 0.470588235
29/19:00:0 224,138 0 0
29/20:00:0 225,985 0 0
29/21:00:0 226,363 0 0
29/22:00:0 226,849 0 0
29/23:00:0 227,178 0 0
30/00:00:0 227,793 0 0
30/01:00:0 228,458 0 0
30/02:00:0 228,923 0 0
30/03:00:0 229,271 0 0
30/04:00:0 229,775 26 32.91139241
30/05:00:0 230,113 0 0
30/06:00:0 230,442 0 0
30/07:00:0 230,772 0 0
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Time Ipkts Number
of

Collision
Percentage

26/08:00:0 560 0 0
26/09:00:0 6,634 132 53.44129555
26/10:00:0 78,909 17,241 43.66468279
26/11:00:0 278,165 50,332 52.75614486
26/12:00:0 414,877 31,517 52.61514833
26/13:00:0 545,454 28,271 49.41791358
26/14:00:0 635,333 13,864 44.806412
26/15:00:0 642,196 6 1.050788091
26/16:00:0 646,753 0 0
26/17:00:0 652,927 4,653 92.56017505
26/18:00:0 655,322 18 1.379310345
26/19:00:0 750,780 13,962 35.50052124
26/20:00:0 751,062 0 0
26/21:00:0 751,406 0 0
26/22:00:0 751,747 0 0
26/23:00:0 752,038 0 0
27/00:00:0 752,353 0 0
27/01:00:0 752,634 0 0
27/02:00:0 752,915 0 0
27/03:00:0 753,207 0 0
27/04:00:0 753,593 0 0
27/05:00:0 753,893 0 0
27/06:00:0 754,182 0 0
27/07:00:0 754,529 0 0
27/08:00:0 755,879 0 0
27/09:00:0 892,224 27,355 48.01481429
27/10:00:0 944,384 13,356 55.33413432
27/11:00:0 979 0 0
27/12:00:0 6,852 179 40.13452915
27/13:00:0 11,267 0 0
27/14:00:0 13,660 28 10.6870229
27/15:00:0 26,834 0 0
27/16:00:0 37,238 0 0
27/17:00:0 39,228 8 5.755395683
27/18:00:0 40,160 0 0
27/19:00:0 153 0 0
27/20:00:0 415 0 0
27/21:00:0 888 0 0
27/22:00:0 1,276 0 0
27/23:00:0 1,674 0 0
28/00:00:0 2,042 0 0
28/01:00:0 2,406 0 0
28/02:00:0 2,771 0 0
28/03:00:0 3,143 0 0
28/04:00:0 3,685 0 0
28/05:00:0 4,075 0 0
28/06:00:0 4,513 0 0



EOSDIS Version 0 System Performance
Technical Analysis Report

EOSVV-0902-10/31/94 B-9

29/09:00: 4 7.8 2 43 1 23 127.5 18.7
29/10:00: 5 9.4 3 51 2 35 157.8 18.8
29/11:00: 30 3.5 18 472 5 64 41.6 17.8 *
29/12:00: 8 5 4 81 2 41 74.5 18.6
29/13:00: 7 8.6 4 92 2 51 143.4 18.8
29/14:00: 7 10.2 4 80 2 50 170.2 18.5
29/15:00: 8 11.1 4 97 3 55 186.2 18.4 *
29/16:00: 8 15.5 4 132 3 80 291.8 20.2
29/17:00: 4 13.2 2 76 1 45 244.4 20
29/18:00: 5 9.1 2 62 2 36 166.2 20.5
29/19:00: 4 3.4 2 22 2 16 50.4 20.9
29/20:00: 1 2.7 1 6 1 5 33 19.8
29/21:00: 1 2.4 1 6 0 3 25.7 18.6
29/22:00: 1 2.6 0 4 0 3 27.7 17.4
29/23:00: 1 2.4 0 3 0 2 24.7 17.4
30/00:00: 1 2.6 0 4.5 0 2.5 28.3 17.8 *
30/01:00: 1 2.8 0 6 0 3 31.9 18.2
30/02:00: 1 2.4 0 4 0 3 24.9 17.8
30/03:00: 1 2.5 1 6 1 4 26.5 17.1
30/04:00: 1 2.4 0 3 0 2 25 17.9
30/05:00: 1 2.9 0 5 0 3 34.3 18.4
30/06:00: 2 3.1 1 8 0 3 26.6 12.9
30/07:00: 1 2.7 1 8 1 4 31.1 18.7
30/08:00: 2 2.7 1 12 1 7 33.4 19.3
30/09:00: 6 8.1 4 69 3 52 122.8 17.4
30/10:00: 4 5.7 2 44 2 27 86.2 18.5
30/11:00: 9 8.8 5 110.5 3 67.5 143.3 18.4 *
30/12:00: 7 8.8 4 91 3 57 138.8 17.8
30/13:00: 4 18.5 2 63 2 54 373.1 21.3
30/14:00: 8 6.4 5 65 3 42 97.2 17.9
30/15:00: 9 7 5 95 4 61 107 18
30/16:00: 6 4.4 3 49 2 25 59.5 17.6
30/17:00: 4 4.2 2 37 2 20 58.1 17.9
30/18:00: 2 4.6 1 16 1 10 65.7 18.5
30/19:00: 1 3.3 1 7 1 5 44.5 19.6
30/20:00: 1 2 0 2 0 2 19.5 18.7
30/21:00: 1 2.7 0 3 0 2 27.3 16.5
30/22:00: 1 2.7 0 3 0 2 29.6 17.5
30/23:00: 0 2.1 0 2 0 2 20 17.4

Average 4.1 %
Average 4.7 process
Average 2.2 transfer
Average 43.0 blocks/s
Peak

29/11:0

Ethernet
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27/08:00: 3 5.4 1 22 1 14 85 19.1
27/09:00: 19 2.5 11 354 2 31 24.6 16.9
27/10:00: 6 10.3 3 84 2 50 176.3 19
27/11:00: 13 19.6 6 240 3 111 383.2 20.6
27/12:00: 4 11.7 2 68 2 41 212.9 19.9
27/13:00: 7 9.2 3 105 2 59 167.6 20.5
27/14:00: 9 6 5 105 3 54 103.2 20.5
27/15:00: 8 8.3 4 93 3 51 138 19 *
27/16:00: 8 15 4 151 2 88 287.4 20.6
27/17:00: 6 7.6 3 75 2 41 128.9 19.4
27/18:00: 4 3.3 2 32 2 15 41.7 18.5
27/19:00: 4 3.4 2 33 2 14 44.5 18.7 *
27/20:00: 3 3.5 2 33 1 12 47.2 18.8
27/21:00: 1 3.3 1 5 1 4 40.4 17.5
27/22:00: 1 2.9 1 6 1 4 33.4 17.7
27/23:00: 1 1.6 1 6 1 5 10.8 18.2
28/00:00: 2 2.4 1 12 1 6 38.4 17.4 *
28/01:00: 2 3.1 1 14 1 6 36.2 17.4
28/02:00: 1 3.3 1 9 1 5 40.6 17.4
28/03:00: 1 3 1 5 0 4 34.7 16.9
28/04:00: 1 2.1 1 7 0 4 17.2 15.7
28/05:00: 1 2.5 1 13 1 4 23.8 16.1
28/06:00: 2 2 1 7 1 4 13.8 14.4
28/07:00: 1 2.6 0 4 0 4 25.1 16.2
28/08:00: 2 2.6 1 12 1 6 26.7 16.3
28/09:00: 2 2.8 1 18 1 5 30.8 17.2
28/10:00: 6 4.4 3 53 2 14 59.6 17.6
28/11:00: 4 4 2 35 1 11 53.8 18
28/12:00: 3 3.4 2 30 1 9 42.8 17.8 1.5
28/13:00: 3 3.2 2 28 1 8 38.7 17.5
28/14:00: 2 3 1 21 1 7 35.5 18
28/15:00: 4 2.5 2 37 1 11 26 17.1 *
28/16:00: 4 2.6 2 42 1 11 28.8 17.8
28/17:00: 5 2.9 3 44 2 12 33.5 17.7
28/18:00: 3 3 2 24 1 8 34.6 17.5
28/19:00: 3 3.1 2 21 1 8 36.5 17.3
28/20:00: 1 3 1 8 1 5 35.5 17.6
28/21:00: 1 3.8 0 9 0 6 52.3 18.5
28/22:00: 0 3 0 1 0 1 32.5 16.4
28/23:00: 0 2.9 0 1 0 1 30.9 16.1
29/00:00: 1 3.1 0 2 0 2 35.6 17.3 *
29/01:00: 1 3.2 0 3 0 3 40.3 18.4
29/02:00: 1 2.5 0 2 0 2 26.8 18
29/03:00: 4 1.2 20 22 0 2 0.3 2.2
29/04:00: 1 2.5 0 3 0 2 28.1 18.4
29/05:00: 1 2.7 1 6 0 3 30.7 18.3
29/06:00: 2 3.3 1 8 0 3 29.1 12.9
29/07:00: 1 2.9 0 4 0 3 37.3 19.2
29/08:00: 7 4 3 50 3 38 60.2 20.1
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                   jag0d3      0    1.5      0       4      0       2     8.8    19.1
                   jag0d4      0    1.1      0       6      0       0     1.5    27.0
                   jag0d8      0    0.0      0       0      0       0     0.0     0.0
                   jag0d9      0    0.0      0       0      0       0     0.0     0.0
                  jag0d13      0    0.0      0       0      0       0     0.0     0.0
                  jag0d14      0    0.0      0       0      0       0     0.0     0.0
                   jag1d1      0    0.0      0       0      0       0     0.0     0.0
                   jag1d2      0    0.0      0       0      0       0     0.0     0.0
                   jag1d3      0    0.0      0       0      0       0     0.0     0.0
                   jag1d4      0    0.0      0       0      0       0     0.0     0.0
                   jag1d8      0    0.0      0       0      0       0     0.0     0.0
                   jag1d9      0    0.0      0       0      0       0     0.0     0.0
                  jag1d13      0    0.0      0       0      0       0     0.0     0.0
                  jag1d14      0    0.0      0       0      0       0     0.0     0.0
                   jag2d1      0    0.0      0       0      0       0     0.0     0.0
                   jag2d2      0    0.0      0       0      0       0     0.0     0.0
                   jag2d3      0    0.0      0       0      0       0     0.0     0.0
                   jag2d4      0    0.0      0       0      0       0     0.0     0.0
                   jag2d5      0    0.0      0       0      0       0     0.0     0.0
                   jag2d6      0    0.0      0       0      0       0     0.0     0.0

Time %busy avque r+w/s blks/s w/s wblks/s avwait avserv
26/08:00: 7 15 3 77 3 37 307.7 20.3 *
26/09:00: 6 4.3 3 38 3 23 60.9 18.5 *
26/10:00: 6 7.6 3 63 2 36 130.9 19.7
26/11:00: 9 4.9 4 77 3 42 82 21.2
26/12:00: 13 3.6 6 90 5 59 56.7 21.4
26/13:00: 18 4.1 8 114 7 71 64.3 21.5 *
26/14:00: 10 5 5 86 4 45 76.7 19.2
26/15:00: 6 4.4 3 44 2 27 70 20.7
26/16:00: 8 6.9 4 81 2 41 116.9 19.7
26/17:00: 6 11.4 3 71 2 40 213.2 20.6 *
26/18:00: 8 5.5 4 78 3 52 98 21.8
26/19:00: 5 1.5 2 20 2 13 9.4 20.6
26/20:00: 10 1.2 4 31 4 25 4 23.5
26/21:00: 2 1.4 1 11 1 8 8.1 20.5
26/22:00: 1 2.5 0 4 0 3 27.1 18.2
26/23:00: 0 2.6 0 2 0 2 30.2 18.5
27/00:00: 1 2.6 0 2 0 2 28.5 18.4 *
27/01:00: 1 2.5 0 2 0 2 26.7 18.3
27/02:00: 1 2.2 0 2 0 2 22.1 18.7
27/03:00: 1 2.2 0 2 0 2 23 19.7
27/04:00: 0 2.2 0 2 0 2 21.4 18.6
27/05:00: 1 2.4 0 4 0 2 25.2 18.2
27/06:00: 2 3.1 1 9 0 3 26.1 12.7
27/07:00: 1 1.9 0 2 0 2 15.6 17.8
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Occurs at: 29/03:0

Peak busy 99 %
Occurs at: 28/18:0

        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, Disk Utilization Statistics

        07:46:13  device   %busy  avque  r+w/s  blks/s    w/s wblks/s  avwait  avserv
        07:46:13 unix restarts
        08:20:03   dks0d1      9   26.5      4     137      3      62   570.2    22.3
                   jag0d1      1    1.6      1       7      0       2     9.4    14.7
                   jag0d2     32    1.8     15     201     10      89    17.4    21.4
                   jag0d3      1    1.9      1       8      0       2    14.8    17.0
                   jag0d4      1    1.6      0       8      0       1    17.2    26.8
                   jag0d8      0    1.0      0       0      0       0     0.0    30.0
                   jag0d9      0    1.1      0       0      0       0     1.1    17.8
                  jag0d13      0    0.0      0       0      0       0     0.0     0.0
                  jag0d14      0    0.0      0       0      0       0     0.0     0.0
                   jag1d1      0    0.0      0       0      0       0     0.0     0.0
                   jag1d2      0    0.0      0       0      0       0     0.0     0.0
                   jag1d3      0    0.0      0       0      0       0     0.0     0.0
                   jag1d4      0    0.0      0       0      0       0     0.0     0.0
                   jag1d8      0    1.0      0       0      0       0     0.0    30.0
                   jag1d9      0    1.3      0       0      0       0     4.5    17.7
                  jag1d13      0    0.0      0       0      0       0     0.0     0.0
                  jag1d14      0    0.0      0       0      0       0     0.0     0.0
                   jag2d1      0    1.0      0       0      0       0     0.0     6.0
                   jag2d2      0    0.0      0       0      0       0     0.0     0.0
                   jag2d3      0    0.0      0       0      0       0     0.0     0.0
                   jag2d4      0    0.0      0       0      0       0     0.0     0.0
                   jag2d5      0    1.0      0       0      0       0     0.0     5.0
                   jag2d6      0    0.0      0       0      0       0     0.0     0.0
        08:40:02   dks0d1      4    3.5      2      17      2      12    45.1    18.2
                   jag0d1      1    1.6      0       3      0       2    11.2    18.1
                   jag0d2     28    1.6     13     113     10      86    12.6    21.6
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29/18:00:00 9 21 1 35 34 31
29/19:00:00 5 12 1 24 58 18
29/20:00:00 0 7 0 19 74 7
29/21:00:00 2 8 0 23 67 10
29/22:00:00 0 8 0 18 74 8
29/23:00:00 0 6 0 18 76 6
30/00:00:00 0 7.5 0 18.5 73.5 8
30/01:00:00 0 9 0 19 71 10
30/02:00:00 0 9 0 17 72 11
30/03:00:00 1 8 0 22 69 9
30/04:00:00 1 5 0 18 75 7
30/05:00:00 0 4 0 18 77 5
30/06:00:00 0 6 0 24 70 6
30/07:00:00 1 5 0 19 75 6
30/08:00:00 5 7 0 20 67 13
30/09:00:00 2 6 0 22 69 9
30/10:00:00 5 9 1 28 56 16
30/11:00:00 10 10 0.5 23 56 21
30/12:00:00 1 10 0 23 66 11
30/13:00:00 1 10 0 21 68 11
30/14:00:00 19 27 1 18 36 46
30/15:00:00 5 12 1 25 57 18
30/16:00:00 12 34 1 23 30 47
30/17:00:00 8 16 1 21 54 25
30/18:00:00 1 11 1 22 65 13
30/19:00:00 1 10 1 19 70 11
30/20:00:00 0 6 0 20 73 7
30/21:00:00 0 4 0 21 75 4
30/22:00:00 0 4 0 20 76 4
30/23:00:00 0 4 0 19 77 4

Average 6.93 %
Average 16.68 %
Average the 0.77 %
Average 24.67 %
Average 51.03 %
Average 24.29 %

Peak user 56 %
Occurs at: 28/18:0

Peak 49 %
Occurs at: 29/11:0

Peak 3 %
Occurs at: 29/11:0

Peak idle- 87%
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27/17:00:00 16 29 1 19 37 44
27/18:00:00 5 8 0 22 64 14
27/19:00:00 6 13 0 23 58 19
27/20:00:00 7 18 0 23 52 25
27/21:00:00 0 9 0 26 65 9
27/22:00:00 1 9 0 24 65 11
27/23:00:00 4 10 0 23 62 15
28/00:00:00 16 29 1 21 34 45
28/01:00:00 28 47 2 18 5 77
28/02:00:00 14 35 1 32 17 51
28/03:00:00 11 25 1 40 23 37
28/04:00:00 11 24 1 36 28 36
28/05:00:00 3 17 1 0 80 20
28/06:00:00 1 16 1 1 81 18
28/07:00:00 1 17 1 0 81 19
28/08:00:00 1 16 1 1 81 18
28/09:00:00 5 24 1 6 65 29
28/10:00:00 10 37 1 19 33 48
28/11:00:00 15 47 2 12 23 65
28/12:00:00 11 46 2 25 17 58
28/13:00:00 11 30 1 37 21 42
28/14:00:00 10 27 1 43 20 37
28/15:00:00 13 32 2 37 18 45
28/16:00:00 25 47 2 22 6 72
28/17:00:00 35 43 2 18 3 79
28/18:00:00 56 42 1 1 0 99
28/19:00:00 38 44 2 12 5 83
28/20:00:00 16 36 1 32 16 52
28/21:00:00 10 10 1 42 37 21
28/22:00:00 12 9 1 41 37 22
28/23:00:00 10 6 0 27 57 16
29/00:00:00 6 5 0 22 68 10
29/01:00:00 1 3 0 17 79 4
29/02:00:00 0 3 0 17 80 3
29/03:00:00 0 9 1 87 2 11
29/04:00:00 0 11 2 71 16 13
29/05:00:00 1 3 0 17 78 5
29/06:00:00 0 4 0 23 72 5
29/07:00:00 0 3 0 17 79 4
29/08:00:00 4 8 0 24 65 11
29/09:00:00 2 8 1 22 68 10
29/10:00:00 5 15 1 59 20 21
29/11:00:00 14 49 3 24 12 64
29/12:00:00 8 40 2 33 17 50
29/13:00:00 19 41 2 24 15 61
29/14:00:00 6 18 2 54 21 25
29/15:00:00 11 21 1 30 39 31
29/16:00:00 12 24 1 19 45 36
29/17:00:00 2 16 1 35 47 18
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        16:20:03    11    39     2    15    33     0   100     0     0     0     0
        16:40:05     1    13     1    26    59     0   100     0     0     0     0
        17:20:03     3    14     1    27    55     0   100     0     0     0     0
        17:40:02    10    20     1    34    34     0   100     0     0     0     0
        18:00:03    15    23     1    26    36     0   100     0     0     0     0
        19:00:02     3    17     1    30    49     0   100     0     0     0     0
        20:00:02     3    10     1    33    53     0   100     0     0     0     0
        21:00:03     1     7     0    27    65     0   100     0     0     0     0
        22:00:02     1     6     0    24    69     0   100     0     0     0     0
        23:00:03     0     6     0    22    71     0   100     0     0     0     0

        23:00:03  %usr  %sys %intr  %wio %idle %sbrk  %wfs %wswp %wphy %wgsw %wfif
        Average      7    18     1    27    47     0   100     0     0     0     0
Time %usr %sys %intr %wio %idle %busy
26/8:00:00 1 5 0 30 64 6
26/9:00:00 17 31 2 22 23 55
26/10:00:00 14 29 2 20 36 44
26/11:00:00 8 21 2 31 39 30
26/12:00:00 10 21 2 30 38 32
26/13:00:00 14 29 2 24 33 43
26/14:00:00 10 13 1 33 38 29
26/15:00:00 9 18 1 28 45 27
26/16:00:00 6 28 2 21 44 35
26/17:00:00 7 17 1 31 45 24
26/18:00:00 15 23 1 26 36 38
26/19:00:00 3 17 1 30 49 21
26/20:00:00 3 10 1 33 53 14
26/21:00:00 1 7 0 27 65 8
26/22:00:00 1 6 0 24 69 7
26/23:00:00 0 6 0 22 71 7
27/00:00:00 0 6 0 23 70 7
27/01:00:00 0 7 0 24 69 7
27/02:00:00 0 7 0 24 68 8
27/03:00:00 0 6 0 23 70 7
27/04:00:00 0 4 0 24 72 4
27/05:00:00 0 5 0 24 71 5
27/06:00:00 0 6 0 29 64 7
27/07:00:00 0 5 0 24 71 5
27/08:00:00 11 23 2 21 45 34
27/09:00:00 11 27 2 38 24 38
27/10:00:00 4 12 1 21 62 17
27/11:00:00 5 11 1 26 58 16
27/12:00:00 4 9 1 26 62 12
27/13:00:00 5 16 1 26 52 22
27/14:00:00 15 25 1 20 38 42
27/15:00:00 10 18 1 22 50 28
27/16:00:00 10 22 1 21 47 32



EOSDIS Version 0 System Performance
Technical Analysis Report

EOSVV-0902-10/31/94 B-2

PSCN Program Support Communications Network

sar System Activity Reporter

SEDAC Socio-Economic Data and Applications Center

V0 Version 0

vmstat Virtual Memory Statistics Reporter

WAN Wide Area Network

        Sample Output from the sar utility
        GSFC DAAC: Silicon Graphics 4D/440VGX, IRIX v.4.0.5
        Day 26, CPU Utilization Statisitics

        07:46:13  %usr  %sys %intr  %wio %idle %sbrk  %wfs %wswp %wphy %wgsw %wfif
        07:46:13 unix restarts
        08:20:03     1     6     0    32    61     0    95     0     5     0     0
        08:40:02     1     4     0    27    67     0   100     0     0     0     0
        09:20:04    11    20     1    28    39     0   100     0     0     0     0
        09:40:02    22    51     3    16     7     0   100     0     0     0     0
        10:00:03    15    30     2    17    36     0   100     0     0     0     0
        10:40:02    12    27     2    23    36     0   100     0     0     0     0
        11:00:03     8    18     1    29    44     0   100     0     0     0     0
        11:20:03     8    24     2    32    34     0   100     0     0     0     0
        12:00:03     9    21     1    31    39     0   100     0     0     0     0
        12:20:03     5    15     1    27    53     0   100     0     0     0     0
        12:40:02    15    28     2    31    23     0   100     0     0     0     0
        13:20:03    19    38     2    18    23     0   100     0     0     0     0
        13:40:03     9    19     1    29    42     0   100     0     0     0     0
        14:00:05    11    19     1    34    35     0   100     0     0     0     0
        14:40:03     9    17     1    32    40     0   100     0     0     0     0
        15:00:03    12    15     1    25    46     0   100     0     0     0     0
        15:20:03     5    21     1    29    44     0   100     0     0     0     0
        16:00:03     6    32     2    21    39     0   100     0     0     0     0
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APPENDIX B
ACRONYM LIST

ADC Affiliated Data Center

ChUI Character User Interface

CPU Central Processing Unit

DAAC Distributed Active Archive Center

EDT Eastern Daylight Savings Time

EOS Earth Observing System

EOSDIS EOS Data and Information System

ESDIS Earth Science Data and Information System

FDDI Fiber Distributed Data Interface

FMEA Failure Modes Effects Analysis

FTP File Transfer Protocol

GSFC Goddard Space Flight Center

GUI Graphical User Interface

IMS Information Management System

I/O Input/Output

iostat Input/Output Statistics Reporter

IV&V Independent Verification and Validation

LAN Local Area Network

LaRC Langley Research Center

Mbytes Megabytes (1 million bytes)

MSFC Marshall Space Flight Center

NASA National Aeronautics and Space Administration

netstat Network Statistics Reporter
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• Paging Activity - page-ins/page-outs, address translation faults, collected using sar
(option - p) at the GSFC DAAC.  Here is a summary of the paging activity.

vflt/s - address translation page faults

dfill/s - address translation faults on demand fill or demand zero pages

cache/s - address translation fault/page reclaimed from page cache

pgswp/s - address translation fault/page reclaimed from swap space

pgfil/s - address translation fault/page reclaimed from file system

pflt/s - hardware protection faults

cpyw/s - protection fault on shared copy-on-write page

steal/s - protection fault on shared writable page

rclm/s - pages reclaimed by the paging daemon

• Traffic Data - packet traffic across IMS/LAN interface, collisions - collected using netstat at
the GSFC DAAC.  The number of packets, errors and collisions are cumulative values since
the start of measurement period.

ipg0 - FDDI LAN designation

et0 - Ethernet LAN designation

Ipkts - Incoming packets

Ierrs - Incoming packets with errors

Opkts - Outgoing packets

Oerrs - Outgoing packets with errors

Collisions - number of collisions detected

A graph of Ethernet LAN packet collisions and samples of the reports produced by the
monitoring utilities follow.
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Indicator Data:

The indicator data collected is data that can indicate but not necessarily quantify utilization of a
given DAAC or network resource.

• System Calls - number and type of system calls, collected using sar (option -c) at the GSFC
DAAC.  Here is a summary of the system call report statistics:

scall/s - number of system calls per second

sread/s - number of read calls per second

swrit/s - number of write calls per second

fork/s - number of forks per second

exec/s - number of execs per second

rchar/s - number of characters transferred by reads per second

wchar/s - number of characters transferred by writes per second

• Swapping and Switching Activity - number of swaps and switches per second, collected using
sar (option - w) at the GSFC DAAC.  Here is a summary of the swapping and switching
report statistics:

swpin/s - number of swap-ins per second

bswin/s - number of blocks swapped in per second

swpot/s - number of swap-outs per second

bswot/s - number of blocks swapped out per second

pswot/s - number of process swap outs

pswch/s - number of process switches per second

• Queue Status - length of the run queue, percent of time occupied, collected using sar
(option - q) at the GSFC DAAC.  Here is a summary of the queue activity report:

runq-sz - number of processes in the run queue

%runocc - percentage of time the run queue is occupied

swpq-sz - Average swap queue length  (not reported by the IRIX operating system)

%swpocc - Percentage of time the swap queue is occupied  (not reported by the IRIX
operating system)
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• Disk Utilization - percentage of time a device was busy transferring data, collected using sar
(option - d) at the GSFC DAAC.  Here is a summary of the disk report statistics:

device - block device designation

%busy - percentage of time a device was busy servicing a request

avque - average number of transfer requests outstanding during that time

r+w/s - number of data transfers to and from the device per second

blks/s - number of bytes transferred per second

w/s - number of disk writes per second

wblks - number of bytes written per second

avwait - average waiting time in milliseconds

avserv - average service time in milliseconds

• V0 Network Traffic - number of bytes transferred across a network link.  This data is included
in the text file provided by the V0 network team’s V0 Network Traffic Report.  Here is a
summary of the Network Traffic report statistics:

Column 1 - day of month.

Column 2 - name of circuit measured

Column 3 - Megabytes of traffic across the link.

Graphs of the utilization data and samples of the reports produced by the monitoring utilities
follow.
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APPENDIX A
UTILIZATION GRAPHS AND SAMPLE OUTPUT

This appendix includes samples of the direct utilization data and indicator data as reported by the
UNIX system utilities and network monitors.  Also included are graphs showing utilization of
DAAC and network resources during the measurement period of September 26-30, 1994.

Utilization Data:

The utilization data collected is data that directly quantifies usage of a given DAAC or network
resource.

• CPU Utilization - profile of general CPU activity, collected using sar (option -u) at the GSFC
DAAC.  Here is a summary of the CPU report statistics:

%usr - percentage of time CPU spends in the user mode

%sys - percentage of time CPU spends in the system mode

%intr - percentage of time CPU spends processing interrupts

%wio - percentage of time CPU is idle waiting for I/O to complete.
This is further broken down into:

%wfs - idle waiting for file system input/output operations

%wswp -idle waiting for I/O swap to complete

%wphy - idle waiting for physical input/output to complete

%wgsw - idle waiting for graphics context switch to complete

%wfif - idle while graphics pipe is full

%sbrk - percentage of time CPU is idle because of a memory shortage

%idle - percentage of time the CPU is completely idle

• Memory Utilization - amount of memory available for user processes.  This data is included in
the text file provided by the V0 network team’s Host Load Monitoring Report.  Here is a
summary of the Host Load Monitoring report statistics:

Column 1 - day of month including fractional representation of time of day.

Column 2 - free memory available on GSFC IMS host (Mbytes).

Column 3 - number of simultaneous users on GSFC IMS host.

Column 4 - number of processes in the run queue on the IMS host.



EOSDIS Version 0 System Performance
Technical Analysis Report

EOSVV-0902-10/31/94 5-6

5.4 Recommendations

5.4.1 Extended Data Collection and Analysis

Each DAAC should collect system utilization information and provide summary reports to the
ESDIS DAAC System Manager on a regular basis.  These reports would be similar to those
provided in Appendix A of this report.  As the tool availability investigation showed, performance
monitoring utilities are built into most implementations of UNIX.  Special tools are not required
to arrive at useful results.  Monitoring and reporting on system performance is a standard
requirement for most operational systems.

Coupled with response time reports generated by the EOSDIS V0 IMS Team, this data will allow
ESDIS Project to monitor and evaluate system performance for the V0 IMS data search and
order processes.  Trend analysis and identification of system-wide performance issues could then
be accomplished using a spreadsheet analysis tool.

5.4.2 System / Software Reliability Analysis

Evaluating system reliability for V0 is outside the scope of this analysis.  However, assessment of
system reliability would be fairly straightforward. This analysis should cover both hardware and
software reliability.

The DAACs and V0 Network Team should collect and report data on hardware and link
outages/availability.  Evaluation over time would give an indication of system reliability.
Statistical hypothesis testing could be used to assess whether the failure rates observed are
significantly different from the expected reliability claimed by the hardware vendor.

Capturing data on V0 software reliability would be more complicated.  Utilities could be
incorporated into the V0 IMS software, or a simple routine/utility could be written and executed
in the background on the IMS host to monitor process status.  Again, evaluation over time will
provide an indication of reliability.

It would be beneficial to go beyond collecting availability statistics to capture the causes of down-
time or failures.  This would facilitate a Failure Modes Effects Analysis (FMEA) to correlate
failures and causes.  In addition, some causes of failures only become obvious when similar
failures are analyzed as a group.

5.4.3 Delay in Phase II Analysis

Low system utilization and reliability problems experienced during data collection are not unusual
during system start-up.  The V0 system has only been available to users for a few months.  True
performance characteristics (e.g., utilization, delay) may not be visible until system operations
reach a “steady state” of activity.  Therefore, it is proposed that data collection for Phase II be
delayed until February 1994.
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user or the V0 system.  An identical session initiated seconds later could be routed differently,
resulting in a different performance level.

A standard test approach, based on individual tests of system functions, would be a simple method
of arriving at a subjective characterization of system performance.  Validity of this
characterization, however, would be difficult to establish. At the most basic level this could
consist of  simply reporting the results observed in the tests run.  Isolating the cause of delays
would be difficult, since recreating the exact configuration would be difficult.  User comments will
be based on anecdotal (i.e., subjective) experience similar to the characterization arrived at using
standard testing, augmented with engineering judgment.  Standard testing may verify user
impressions, but will not validate the underlying performance characteristics.

An alternative is statistical sampling, performing tests and evaluating performance on a statistical
basis.  Each test would have to be performed a large number of times to generate statistically
significant results.  A final approach would be collecting statistical data on each variable over an
extended period and analyzed similar to the Phase I analysis.

This empirical data could be further used to calibrate mathematical models to project system
performance under varying conditions.  Empirical, analytical, or simulation models could be used,
depending on the accuracy and flexibility desired.  Validity of the model results, however, would
depend on the level of detail captured within the model.  Development of valid performance
models could be equally as difficult (and costly) as obtaining valid test results.  The proposed
Phase II approach will investigate the feasibility of performing tests and using the results to
calibrate an analytical performance model for V0.

5.3.3 Data Collection

.Although the goal was for the IV&V Team to develop experience, numerous lessons were
learned during the data collection stage by DAAC staff and ESDIS Project.  Experience with
performance monitoring was somewhat limited, since there is currently no Project requirement for
the DAACs to collect, analyze, and report performance metrics.  The DAAC system
administrators gained valuable experience in using UNIX utilities to capture utilization data for
system components.  ESDIS Project recognized the value of long-term performance data and is
discussing possible collection and reporting of system data from the DAACs on an extended basis.

While long-term data collection should be the responsibility of DAAC staff, short-term collection
is more efficient if it is conducted by one person across DAACs.  The learning curve for
configuring and initializing the UNIX utilities is steep.  A significant amount of time during Phase
I was spent working with the system administrators to identify available utilities and configure
them for data collection.  Troubleshooting of problems was even more difficult.  If a trained
member of the IV&V team was given log-on and proper access/privileges on the IMS hosts at the
DAACs, data collection would be less complicated and time-consuming.  Comparison of results
across DAACs would also be easier.
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5.2.4 Requirements for Phase II Analysis

A number of specific items must be accomplished before Phase II can be executed.  Part of the
background investigations will include verifying that these requirements are met, or identifying
alternatives if these requirements cannot be met during the Phase II time-frame.

• The availability and feasibility of a remote terminal emulation tool must be determined.  If this
is not feasible, alternative approaches must be investigated.

• The monitored system configurations must be stable.  This is true for hardware, software, and
monitoring tools at each of the DAACs and the V0 DAAC-to-DAAC Network.

• The IMS time-stamp capability on client/server transactions must in place and accurate.

• DAAC and V0 DAAC-to-DAAC network clocks must be synchronized.

• Ideally, the DAACs should begin monitoring and reporting system utilization information on a
regular basis.  This is consistent with recommendations outlined later in this section.

• Additional support requirements may be identified as the background investigations progress.

5.3 Lessons Learned for Future Activities

As experience was gained with V0, numerous lessons were learned that could affect future
efforts, including Phase II of the V0 system performance analysis and other IV&V assessments.
These "lessons learned" were collected throughout the analysis.  In addition to this report, these
"lessons learned" will be reflected in the EOSDIS IV&V Software Certification Plan.  The
significant lessons learned are discussed below.

5.3.1 Methodology

The methodology used was carefully documented to support both Phase II of the analysis and
future IV&V analyses.  The approach for Special Studies Analyses outlined in the EOSDIS IV&V
Management Plan has worked well for this analysis and will be utilized in Phase II for additional
validation.

5.3.2 Mathematical Modeling vs. Standard Testing

The approach to obtaining valid performance results for EOSDIS is being developed as part of the
EOSDIS IV&V certification planning effort.  Experience gained during this V0 analysis will
provide input to the certification plan during Phase II.

V0, as with EOSDIS in general, consists of numerous distributed elements working together as a
system.  Within each of these elements, the configuration can vary widely.  For example, the IMS
host configuration at each DAAC is different.  Some of the variables are relatively stable and can
be controlled and characterized.  Many of the variables, however, are difficult to control and/or
measure.  An example of this uncontrollable variability is the Internet element.  Internet routing is
dynamic.  The number and location of Internet nodes involved in accessing V0 is not visible to the



EOSDIS Version 0 System Performance
Technical Analysis Report

EOSVV-0902-10/31/94 5-3

• No Load Testing

The scenarios would first be executed under no-load conditions, ideally where IV&V is the
only V0 user at the GSFC, LaRC, and MSFC DAACs.  The Phase I analysis indicated several
candidate idle times, including nights and weekends.  Ideally, metrics to be measured would
include response times at the user terminal, DAAC and network utilization data, and time-
stamped transaction data.  The collected data would then serve as input parameters for the
performance model.  Based on these requirements, the time stamp capability must be in place
and accurate, and the system clocks at the DAACs and the DAAC Network must be
synchronized prior to initiation of the Phase II analysis.

• Variable Load Testing

The scenarios would be run again under various load conditions, with multiple users accessing
V0.  The metrics would be identical to those captured for the no-load test, with the addition
of a characterization of overall load level.  Overall load must be measurable, since the system
is operational and the load is not a controllable variable.  One alternative is to conduct the
variable load testing during idle times while applying the variable loads artificially.  The data
collected in this test would be used to calibrate the performance model. (i.e. the models
predictive results will be compared to observed response times.)

• Data Reduction

The data would be summarized as in Phase I, with peak and average response times and
utilization determined.  The effort required to process the data for three DAACs will be fairly
significant.

• Analytical Performance Model

In addition, the data would be used to calibrate an analytical performance model to
characterize V0.  A valid model can require significant amounts of detail.  Our goal is to
model the system at as high a level as possible, if possible treating all the resources at a DAAC
as a single entity.  Whether a high level model can produce valid results must be assessed as
part of this effort.  The proposed model will be used to predict delays for load conditions that
we did not test and to the V0 system in general.

5.2.3.3 Results, Conclusions, and Recommendations

The results, conclusions, and recommendations will be documented in a technical analysis report,
similar to this document.  The approach for Phase II, as well as additional lessons learned during
the analysis, will also be documented.  The experience gained will feed into the user modeling and
system certification efforts within other IV&V tasks.
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5.2.3 Preliminary Approach for Phase II Analysis

Like Phase I, the preliminary approach for Phase II follows the basic approach for Special Studies
Analyses outlined in the EOSDIS IV&V Management Plan.  This approach worked well for the
Phase I analysis and will be utilized in Phase II for additional validation.  This approach includes
work in four areas:  background investigations, analysis, results and conclusions, and
recommendations.

5.2.3.1 Background Investigations

As proposed, the background investigations for Phase II will build from the experience gained
during Phase I.  Based on the system scenario flow analysis and data/availability study, three
efforts are proposed.

• Scenario Development

Selected scenarios of typical user request sessions will first be developed based on our
knowledge of V0 and review of available documentation.  These scenarios will be specified to
the procedure level for execution by a test engineer.

• Remote Terminal Emulation Tool Feasibility

An ideal approach would be to capture these scenarios using a remote terminal emulation tool.
These tools record a set of user-terminal interactions which can be replayed to apply defined
system loads while collecting performance information.  Two examples of such tools are
Xrunner/LoadRunner by Mercury and Pre-Vue X.  Although a remote terminal emulation tool
would simplify the effort and improve the statistical validity of the results, less accurate results
would still be possible without an emulation tool.  The feasibility of acquiring such a tool
depends on evaluating the tool for general application within the IV&V effort, and will be
ascertained during this background stage of analysis.

• MSFC DAAC Data Availability

Data availability at the GSFC and LaRC DAACs has been established.  The MSFC DAAC
was unable to support the Phase I analysis.  Prior to expanding the analysis to include MSFC,
the availability of system utilities and performance monitoring data must be determined.  In
addition, support for data collection at the MSFC DAAC must be available.  This
investigation will determine the feasibility of extending the analysis to include MSFC.

5.2.3.2 Analysis

Following completion of the background investigations, the actual analysis will begin.  The
analysis will be done in four stages.  The scenarios will be executed under no-load and variable-
load conditions.  Data will be collected and analyzed as it was in Phase I.  The entire process will
be used to calibrate the analytical performance model.  The following candidate metrics will be
captured to support this analysis:  User response times, system response times, DAAC utilization
statistics, DAAC LAN utilization statistics and V0 DAAC-to-DAAC network traffic load.
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Initial Conclusions

5.1.1 GSFC DAAC Utilization

From the results provided in Section 4, the IMS host resources (i.e., CPU, memory, and disk) at
the GSFC DAAC appear to be adequate for the observed system workload.  The period of lowest
utilization observed is from 20:00-08:00 EDT.  The period of greatest overall system utilization is
from 8:00-20:00 EDT.  A significant number of peaks were observed in the 10:00-12:00 and in
the 15:00-17:00 time periods daily at the GSFC IMS host.  A more detailed analysis that captures
transaction and utilization data is necessary to determine the influence these peaks have on user
response times.  No loads were observed at the GSFC DAAC IMS host that could trigger
sustained resource contention problems.  LAN utilization at the GSFC DAAC can not be fully
characterized by this analysis, but the Ethernet LAN showed signs of congestion on two of the
days measured.

5.1.2 Reliability

The problems experienced during data collection highlight the need for system reliability analysis
in addition to performance analysis.  In order to characterize total performance from a user
perspective, reliability factors may be as critical as utilization and delay.  Although there are no
reliability requirements on V0 due to the working prototype nature of the system, users will
expect a high reliability/availability rate for the system.

5.2 Proposal for Phase II Analysis

5.2.1 Objectives

Phase II will continue to support the analysis objectives outlined in Section 2 - characterization of
V0 system performance, identification of causes of delay, and documentation of “lessons learned”
for future efforts.  The primary goal in Phase II is to characterize both utilization and delay
performance for a subset of the DAACs.  Assuming data availability at MSFC DAAC, the subset
of DAACs would be expanded to include GSFC, MSFC, and LaRC DAACs.  The delay and
utilization data that is collected would also be used to calibrate an analytical performance model.
This model could then be used to characterize performance for the V0 system as a whole.

5.2.2 Proposed Schedule / Level of Effort

Phase II is scheduled to start in November as a sub-task under a new “Special Studies” task of the
IV&V contract.  Given the apparently low utilization of V0 it may be desirable to perform the
background investigations and insure that the data collection mechanisms are in place, but defer
actual data collection and analysis until system utilization approaches a normal or "steady state"
level and the various data collection tools are in place.  Phase II could then be conducted over a
longer time horizon (4-6 months) with a variable staffing level.  The actual schedule and level of
effort will be established through discussions with ESDIS personnel.
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of a short duration and could not be used for analysis purposes.  LaRC IMS user statistics were
reviewed and showed a total of 33 IMS sessions (22 GUI sessions/11 ChUI sessions) during the
measurement period of September 26-30, 1994.

4.4 V0 DAAC-to-DAAC Network

V0 network traffic data between the GSFC and LaRC DAACs was collected by the V0 Network
Office.  The GSFC-LaRC link is a PSCN-supplied, 256 Kbps fractional T1 circuit, connected via
Cisco routers located at the DAACs.  Data collection terminated prematurely on September 27
due to a failure of the network traffic monitor and was not restarted.  The data collected for
September 1-26, 1994 were available but did not represent normal network traffic volume.  A
circuit problem caused the LaRC-GSFC network traffic to be contingency routed over the
Internet.  Other V0 network monitoring utilities were unaffected.
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4.2.3 Disk Utilization

The sar utility was used to measure disk activity for devices connected to the IMS platform.  The
average utilization across all devices was 1.8 percent.  The average maximum utilization across all
devices was 24.5 percent.  The workload observed was not evenly distributed across all the
devices.  A more detailed transaction and hardware analysis would be required to determine why
this disparity exists.  Examples include allocation of applications, system utilities, and data sets to
the physical devices.

4.2.4 Ethernet Local Area Network

The netstat utility was configured to measure packet traffic and collisions at the IMS
Host/Ethernet LAN interface.  The packet traffic statistics gathered only quantify the IMS host’s
contribution to the network load, they do not characterize overall network utilization.  Utilization
of the Ethernet LAN was measured indirectly through use of collision statistics at the IMS
Host/Ethernet interface.  During peak hours on September 26 and 27, the percentage of collisions
reported at the interface (Number of collisions ÷ Number of Outgoing packets), exceeded 10
percent, indicating significant network congestion.  Outgoing packets account for 25 percent of
the traffic across this interface.  Quantification of bandwidth utilization on the Ethernet LAN
would require monitoring of other DAAC component interfaces in addition to the IMS host
interface measured in this analysis.

4.2.5 FDDI Local Area Network

The netstat utility was able to quantify incoming and outgoing packet traffic at the IMS
Host/FDDI LAN interface.  The collision statistic reported is not a valid indicator of network load
for a FDDI LAN.  Outgoing packets account for 52 percent of the traffic across the IMS/FDDI
interface.  Quantification of bandwidth utilization on the FDDI LAN would require monitoring of
other DAAC component interfaces in addition to the IMS host interface measured in this analysis.

4.3 LaRC DAAC

Hardware/Operating System

Hewlett Packard 9000/735
HP-UX Version 9.01 Operating System.
96 Megabytes of Memory.

Results

An initial review of the results revealed inconsistencies in the data.  A reexamination of the vmstat
and iostat utilities revealed that the methods used to define the measurement intervals introduced
instabilities into the measurements.  Additional sample data was collected to compare to the data
acquired during the measurement period and also to verify that the tool can be configured to
capture valid data for the Phase II analysis.  The newly acquired sample data were
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The period of highest system resource utilization occurred in the 8:00-20:00 EDT time period.
During this time period, average utilization of CPU, memory and disk resources at the IMS host
was 35 to 40 percent.  The average hourly utilization of these same resources over the whole
week was 20 to 25 percent.  A significant number of peaks were observed in the 10:00-12:00 and
in the 15:00-17:00 time periods daily at the GSFC IMS host.  In a few cases, the CPU peaks
exceeded thresholds where resource contention could be a problem.  A more detailed analysis of
transactions and equipment allocation at the DAAC would be required to establish the causes of
these peaks and their influence on user response times.  Even during the periods of greatest usage,
the mean utilization of CPU, memory, and disk was nominal.  No loads were observed that could
induce sustained resource contention problems.

4.2.1 Memory Utilization

Memory utilization statistics for the IMS host at GSFC were acquired from the V0 Network
Office’s Host Load Monitoring Report.  Analysis of the data showed a usage profile consistent
with other DAAC system resources.  The mean hourly memory utilization value was 20.5 percent
during the five-day measurement period.  This value increases to 25 percent during periods of
high system activity (8:00-20:00 EDT).  A positive correlation exists between the number of
simultaneous users and memory usage percentage but the relationship is not sufficiently strong to
serve as a basis for extrapolating future memory requirements.  The relationship between the
number of users and memory utilization does not adhere to a strict linear definition because of the
wide range of user activities.  (i.e. One user process may be memory intensive, another, idle with
minimal memory requirements)

4.2.2 CPU Utilization

The sar utility was used to measure and profile CPU activity on the “eosdata” IMS platform.  The
distribution of CPU cycles appears balanced across activities indicating efficient use of system
resources.  Average CPU utilization over the measurement interval was within acceptable limits -
no sustained periods of heavy load were observed.  During the 8:00-20:00 period, the mean CPU
utilization was 35 to 40 percent.  A single peak measuring 99 percent utilization was observed on
September 28.  A review of the run queue data during this period shows an increase in the
average run queue length.  The average hourly run queue length over the 5-day interval was 1.9
processes, during the 8:00-20:00 period this value increases to 2.2 processes.

Average CPU utilization: 24.3%
Peak usage observed: 99%

Profile of CPU activities:
- Running in user mode: 6.9%
- Running in system mode:16.5%
- Processing interrupts: 1.0%
- Idle waiting for I/O: 24.6%
- Completely Idle: 51.0%
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4. RESULTS OF PHASE I PERFORMANCE ANALYSIS

4.1 Overview of Results

As outlined in Section 3, system utilization data collection was initiated at the GSFC DAAC IMS,
the LaRC DAAC IMS and V0 DAAC-to-DAAC network during the week of September 26-30,
1994.  System components (CPU, memory and disk) and network resources (V0 DAAC-to-
DAAC, and DAAC LAN) were analyzed to evaluate system performance in terms of utilization.

The IMS host resources at the GSFC DAAC appear to be adequate for the observed system
workload. The period of greatest overall system utilization is from 8:00-20:00 EDT.  The period
of lowest utilization observed is from 20:00-08:00 EDT.  A significant number of peaks were
observed in the 10:00-12:00 and in the 15:00-17:00 time periods daily at the GSFC IMS host.  A
more detailed analysis that captures transaction and utilization data is necessary to determine the
influence these peaks have on user response times.  No loads were observed at the GSFC DAAC
IMS host that could trigger prolonged resource contention problems.

Packet collision statistics from the GSFC DAAC IMS/Ethernet LAN interface indicated some
level of network congestion on two of the days measured.  Utilization of the Ethernet and Fiber
Distributed Data Interface (FDDI) LANs at GSFC could not be quantified with the tools and
measurement techniques available for this analysis.

System utilization data from the LaRC DAAC and GSFC-LaRC V0 DAAC-to-DAAC network
traffic data was unavailable for the reasons described in Section 3.1.3.2.

Samples of the data collected and the resulting graphs are presented in Appendix A.

4.2 GSFC DAAC

Hardware/Operating System:

Silicon Graphics 4D/440 VGX
IRIX Version 4.0.5 Operating System
256 Megabytes of Memory

Results

Analysis of the statistical data collected at the GSFC DAAC indicates that the IMS hardware
resources are suitable for the current workload.  CPU statistics revealed a light-to-moderate
processing load with an equitable balance between system, user, and I/O activities.  Memory
utilization was nominal with no sustained levels of high usage.  Average disk activity was light,
but there was significant variance in the level of activity between devices.  Traffic load on the
Ethernet LAN was heavy during peak hours but the weekly load average was moderate.
Characterization of the GSFC FDDI LAN traffic load was not possible using the metrics provided
by the network monitoring utility at the GSFC IMS host.
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The final limitation of this analysis is that no system hardware and software reliability analysis was
performed.  The motivation for such an analysis became apparent during the data collection effort,
when the GSFC DAAC IMS went down on 25 September.  Loss of performance data for the
weekend was obviously less significant than the loss of system access for users.  While one data
point does not necessarily indicate a problem, characterizing system and software reliability may
be as critical as characterizing utilization and delay in analyzing performance from a user
perspective.  A reliability analysis is outside the scope of this analysis.  Statistics on system
reliability should be collected by the DAACs for future analysis by ESDIS Project.
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3.1.3.3 Data Reduction

The collected data was sent from the DAACs and V0 network team to the IV&V facility in
Greenbelt, MD using FTP and electronic mail.  Upon receipt it was necessary to reformat the data
to allow them to be read cleanly into an EXCEL spreadsheet.  The data was reviewed to identify
any missing data points and an average was used to smooth single point data drop-outs.

3.1.4 Results and Conclusions

As discussed above, a combination of statistical analysis, data filtering, and graphing utilities were
used within the spreadsheet model.  The statistical analysis calculated average utilization of
system components.  Filters were applied to the data to identify peak and idle periods during the
data collection effort.  Graphs of the data were used to look for trends and to identify
relationships between the data (e.g., relationship between free memory and CPU utilization).
These results are presented in Section 4.  Conclusions are summarized in Section 5.

3.2 Limitations of Phase I Analysis

The scope of Phase I of the V0 system performance analysis was limited for several reasons.
First, resource and schedule constraints precluded the analysis of the complete system.  Second, it
was more efficient to test the analysis approach and become familiar with the V0 system by
looking at a subset of the DAACs, rather than needing to learn everything about all nine data
centers and their systems.  Finally, several system constraints limited the availability of data in
some areas.

Phase I was limited to two of the EOSDIS DAACs -- GSFC and LaRC.  The analysis focused on
the data search and order processes, since these are the areas considered most time-critical by the
end users.  Product delivery, although critical to end users, was not modeled.  Timeliness of
product delivery is expected to vary widely by data set and distribution media selected, making
analysis difficult.

Two constraints drove the selection of DAACs for Phase I.  Since several DAACs IMS hosts are
not located on the V0 Network, only GSFC, LaRC, and MSFC DAACs could be monitored for
cross-DAAC network traffic.  In addition, the MSFC DAAC was down during the data collection
period in order to relocate to a new facility.  This limited Phase I to the GSFC and LaRC DAACs.

Inaccurate timing data limited the analysis to characterizing system utilization, rather than delay
for the DAAC and network system components.  This problem is being actively worked, and
should be resolved in the November time-frame.

The lack of Internet and user element statistics made it impossible to characterize performance for
those elements.  Utilization of special tools, such as a remote terminal emulator, could measure
user element performance.  Characterization of Internet performance is beyond the scope and
resources of this analysis.
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Traffic Data - Reports packet traffic and collisions at the IMS/LAN interface.  A high number
of packet collisions can indicate network congestion problems.

3.1.3.1.2 Sample Data Collection - Samples of the data were collected from each DAAC and
the V0 Network Office prior to the start of statistical data collection.  This sample collection
allowed IV&V personnel to develop a process for data collection and distribution and gauge the
effort required to reformat the raw data and import it into the spreadsheet model.  Analysis
routines were then refined using the sample data.

3.1.3.1.3 Model Development - The spreadsheet model to analyze the empirical data was
developed using EXCEL.  The model was built as a series of spreadsheets to analyze each
component (e.g., CPU, disk, memory, network traffic, etc.).  Statistical functions were used
within the model to calculate average utilization, and to look for correlation between parameters.
Filters were used to identify time periods where measured parameters exceeded an established
threshold.  Graphing utilities were used for performing trend analysis and for identifying
relationships between parameters.

3.1.3.2 Statistical Data Collection

Statistical data collection was initiated on September 23, 1994.  Arrangements were made with
the DAACs and the V0 network team to collect utilization and performance statistics the week of
September 23-30, 1994.  The statistics were reported at least hourly and saved to a file.  Several
difficulties occurred during the data collection period.  These difficulties included:

• GSFC DAAC

Data collection at the GSFC DAAC was interrupted by a system shutdown on September 25.
The monitors at the GSFC were reinitialized on September 26 at 08:00 EDT.  Due to the lack  of
continuity for the weekend data, only data from September 26-30 were used for this analysis

• LaRC DAAC

Due to difficulties executing the monitoring utilities at the LaRC DAAC, the raw performance
data were unusable.  An examination of the vmstat and iostat reports revealed that the methods
used to define the measurement intervals introduced instabilities into the measurements.  The
configuration of the utility has since been modified and valid utilization data has been collected for
the LaRC DAAC.

• V0 DAAC-to-DAAC Network

The network traffic monitor terminated prematurely on September 27 and was not restarted.
Data were available for the September 1-26, 1994 period but information from the V0 Network
Office indicates that the data collected for this circuit is not representative of normal traffic
volume.  A circuit problem occurred that caused network traffic that would normally traverse the
LaRC-GSFC circuit to be routed over the Internet.  Other network monitoring utilities were
unaffected by the problem.
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3.1.3 Analysis

3.1.3.1 Model Definition / Development

3.1.3.1.1 Metric Selection - The tools used for the Phase I analysis can collect and report a
large number of system statistics.  The user can determine the interval and frequency of the
measurements taken and can choose to some extent the parameters to be measured.  The format
and content of the reports are fixed and cannot be customized by the user.  Samples of all the
reports were collected to determine format, content and applicability to this analysis.

A subset of options/metrics were selected that would best profile system utilization and minimize
the data storage and processing overhead imposed upon the DAAC.  The metrics needed to be
supported by the monitoring tools on both hardware platforms.  The metrics can be placed in two
general categories:  direct utilization data (e.g. CPU usage, free memory statistics and disk
utilization) and indicator data that could signal potential problems with the allocation of system
resources (e.g. swapping and paging activities, CPU context switches, system faults).
Additionally, the indicator data can be used to confirm findings derived from other metrics.  The
metrics chosen for the analysis effort were:

• Utilization Data

CPU Utilization - Provides a profile of general CPU activity that includes a breakdown by
percentages that the CPU spends in each of the following states:  processing user requests,
performing system activities, idle - waiting for I/O to complete, processing interrupts and
completely idle.  In addition to measuring CPU activity, these statistics can help identify
memory and I/O resource problems.

Memory Utilization - Reports the amount of memory not currently in use.

Disk Utilization - Reports percentage of time a device was busy transferring data, the average
seek time, and the number transfer requests per second.

• Indicator Data

System Calls - Reports the number and type of system calls.  This data is a measure of system
activity and can be used to corroborate CPU and I/O utilization metrics.

Swapping and Switching Activity - Reports the number of process swaps and CPU context
switches per second.  The performance of interactive sessions is specifically impacted by
swapping since interactive processes have a high idle percentage and are more likely to
swapped out by the operating system.  Swapping can also indicate severe memory shortages.

Queue Status - Reports the average length of the run queue and the percent of time that it is
occupied.  This is an indicator of backlog on the CPU and can be used in conjunction with the
CPU utilization statistics to further characterize CPU activity.

Paging Activity - Reports the number of page-ins/page-outs and address translation faults.
These metrics can also indicate memory shortage if occurring frequently.
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• GSFC DAAC System Performance Monitoring Tools

System Activity Reporter (sar) - This utility is provided by the Silicon Graphics IRIX
operating system (Version 4.0.5) running on the IMS host at the GSFC DAAC.  The
operating system maintains an array of activity counters that can be monitored at user-
specified intervals by the sar utility.  Among the parameters measured by this tool are:  central
processing unit (CPU) utilization, buffer operations, disk input/output (I/O) activity, free
memory and swapping and paging activity.

Network Statistics Reporter (netstat) - This utility allows the packet traffic data to be
collected at a specific network interface.  The data collected by the utility includes incoming
packets, outgoing packets, packet collisions and packet errors.  This data supports the
characterization of traffic on the DAAC LAN.

• LaRC DAAC System Performance Monitoring Tools

Virtual Memory Statistics (vmstat) - This tool is supported by the HP-UX 9.01 operating
system running on the LaRC DAAC IMS host.  It is a configurable utility and can be used to
capture statistics such as virtual memory, processes, CPU activity and paging operations.  The
system activity counters can be sampled at a user-specified interval.

Input/Output Statistics Reporter (iostat) - This utility allows statistical data to be gathered on
disk input and output activity over a user-specified interval.  The statistics include number of
seeks per second, number of bytes transferred and the seek time in milliseconds.

• V0 DAAC-to-DAAC Network Monitoring Tools

Virtual Memory Statistics (vmstat) - This tool is used by the V0 Network Office to measure
free memory on IMS host machines.

Uptime Report - This tool reports the status of hosts on the V0 network including, number of
users logged in and the size of the run queue.

Polycenter Netview - This monitor is used to report the number of bytes in and out of a
network interface.

Ping Round-Trip Times - A custom program developed by the V0 Network Office that uses
the ping function to send out a packet over the V0 network to a specified host and calculate
round-trip times for messages.

This data is collected by the Network Support Office on an on-going basis and used to
generate monthly network performance reports.
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3.1.2.2.1 Data Availability - The results of the data availability study are shown in Exhibit 3-2.
The data available for the Phase I analysis were:

• DAAC-to-DAAC Network Traffic Load

• Component utilization at the DAAC IMS host

• Number of simultaneous users on the IMS host

• DAAC configuration variables

Configuration data and performance metrics were unavailable for the User and Internet
components of the V0 system during the Phase I analysis.

The V0 wide area network (WAN) consists of NASA’s Program Support Communications
Network (PSCN)-supplied fractional T1 links and commercial circuits connected by Cisco
routers.  Performance data for the V0 DAAC-to-DAAC Network is regularly collected and
analyzed, but only the GSFC, LaRC, and MSFC DAACs are configured to route cross-DAAC
traffic over the V0 DAAC-to-DAAC network.  The sites not connected to the V0 DAAC-to-
DAAC network route traffic over the Internet.  Only the DAACs connected to the V0 network
were considered for the data collection portion of the Phase I analysis due to the difficulty in
measuring and predicting Internet performance.  The DAACs currently using the Internet for
cross-DAAC traffic are configuring their systems to use the V0 DAAC-to-DAAC Network and
should have connectivity in the November time-frame.

The IMS software supports the time-stamping of IMS messages.  Time-stamping allows the
capture of processing times within the IMS server and response times across the V0 DAAC-to-
DAAC network.  This timing data is required to properly characterize system delay and total
response time.  Within the IMS software, the granularity of time measurement for the server time
stamp is 1 second.  However, some transactions require less than 1 second to complete, resulting
in a 0 second transaction time.  The software is being modified to provide a 1 millisecond
granularity.  This fix should be in place in the November time-frame.

Another issue related to the time-stamping function is the lack of clock synchronization between
the DAACs.  The lack of synchronization, coupled with the granularity problem, occasionally
resulted in negative trip times being reported across the V0 DAAC-to-DAAC Network.  To
resolve this problem, all DAACs are in the process of converting to a single source for time
synchronization.  In addition, the V0 IMS software will be capable of measuring the clock
variance prior to sending messages, thus allowing calculation of accurate trip times.  Both fixes
should be complete in the November time-frame.

3.1.2.2.2 Tool Availability - A significant effort went into identifying the system monitoring
utilities that were available at the LaRC and GSFC DAACs and the network monitoring tools
available for measuring the V0 DAAC-to-DAAC network.  There were no common tools
available to capture the DAAC performance data, since each implementation of UNIX offers
distinct tools for measuring system performance.  A synopsis of the tools identified for collection
of performance data follows:
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Sources of Performance Data
Desired Performance Data Host Load

Monitoring
Data

V0
DAAC

Network*
Traffic
Data

IMS
System
Data

Internet DAACs

Metrics:
Processing Time at User Workstation 4
Communication Time - User and IMS Client 4
Internet Utilization 4
Processing Time at DAAC IMS Client 4
Communication Time between DAACs 3
DAAC-to-DAAC Network Utilization 1
Processing Time at DAAC IMS Server 3
Component Utilization at DAAC IMS Host 1 2
Amount of free memory on IMS Host 2
Number of runnable processes on IMS Host 2
Number of simultaneous users on IMS Host 2

Configuration Variables:
User Workstation:

Terminal Type 4
Connection link from terminal to host 4
Interface selected (GUI or ChUI) 4

DAAC:
Location of data requested 2
Host configuration/dedication 1
Underlying inventory system 2
Data delivery mechanisms 2

* Only GSFC, LaRC, and MSFC DAACs configured to fully utilize this network.

Codes:
1 - Data are currently available.
2 - Data are available but may require reformatting or reprocessing.
3 - Some data are available but the validity is questionable.
4 - No data are available to support Phase I.

Exhibit 3-2:  System Performance Data Availability for Phase I

3.1.2.2 Data and Tool Availability Study

A study was conducted to ascertain the availability of the metric and configuration variable data
listed in Exhibit 3-2.  The study also explored the data collection tools available to collect the
empirical performance data needed to calculate actual or predicted system performance.
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3. PHASE I ANALYSIS APPROACH AND LIMITATIONS

3.1 Phase I Analysis Approach

3.1.1 General Approach

The multi-step approach used for Phase I of the V0 performance analysis is shown at Exhibit 3-1.
This approach is consistent with the Special Studies Approach outlined in the EOSDIS IV&V
Management Plan.  To keep the scope of the analysis within reasonable limits, Phase I was limited
to the GSFC and LaRC DAACs.  A combination of system scenario flow analysis, statistical data
collection and empirical data analysis were used to characterize the performance of the data
search and order processes.  In support of these activities, a significant amount of effort went into
investigating alternatives, identifying data sources, and determining the status of related
performance analysis efforts.  A detailed discussion of each step follows.

Task Order
SOW

Relevant
Sources

Conduct
Background
Investigations

Document
Results and
Conclusions

Technical
Papers/
Discussions

Determine
Objectives,
Approach and
Schedule

Study
Results
Report

IV&V Plans

Study Plan

Future
Plans &
Directions

Perform Analyses

Recommend
Actions/
Directions

- Performance
      Models
- Prototypes
- Simulations
- Analytic Studies
- Tests

Activit ies OutputsInputs

EXHIBIT 3-1:  Special Studies Activity Network Diagram

3.1.2 Background Investigations

3.1.2.1 System Scenario Flow Analysis

The first step in the analysis was the development of a high-level block flow diagram outlining
typical scenarios for the data search and order processes between the GSFC and LaRC DAACs.
Part of this effort included identifying configuration variables that affect system performance and
determining the metrics needed to assess the performance of the V0 elements.  The resulting
table, Exhibit 3-2, shows the performance metrics and configuration variables identified in the
Phase I analysis.
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the LaRC IMS Client is not involved.  The IMS Servers at both DAACs search their inventories
and send results messages back to the IMS Client identifying their data holdings that match the
search parameters (6a, 5 and 6b).  Results can then be displayed on the user's terminal (7 and 8).
Based on these results, the user can request browse products for some data sets following the
same basic approach.  Once the user identifies the data of interest, they can order the data sets.
An order, or product request, is processed by the same general method as the search and browse
requests.
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Systems, May 1994.

• EOSDIS IV&V Management Plan, EOSVV-0301-08/15/94, Draft, Intermetrics, August
1994.

• EOSDIS Independent System Verification and Validation Plan, EOSVV-0302-10/17/94,
Draft, Intermetrics, October 1994.

• EOSDIS IV&V Approach to EOSDIS Certification Program, EOSVV-1001-10/13/94,
Preliminary Draft, Intermetrics, October 1994.

• Bach, M.J.  The Design of the UNIX Operating System.  Prentice-Hall, 1986.

• Comer, D.E.  Internetworking with TCP/IP.  Prentice-Hall, 1991.

• Loukides, M.  System Performance Tuning.  O'Reilly and Associates, 1992.
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accommodate a broad range of user environments.  The GUI is a window/mouse-driven
environment, while the ChUI is menu-driven.

Both interfaces provide access to directory and guide information, as well as support inventory-
level data searches and product orders.  To aid in the search and order process, both interfaces
also support the ordering of browse images, where available.  Browse products requested through
the ChUI are available via electronic transfer using file transfer protocol (FTP).  In addition to
FTP access, the GUI supports interactive (on-line) browse.  The GUI also provides a global map
to allow graphical selection of data search areas.

NASA SCIENCE
INTERNET

GSFC
DAAC

 IMS Client

 IMS Server

 IMS Client

 IMS Server

USER

1 8

2 7

3a 6a

3b

6b

4

5

Key
Components
Sub-Components

Queries (User Initiated)
Guide Search Inventory Search
Directory Search Integrated Browse Request
Product Request

Results (DAAC Initiated)
Guide Info Inventory Results
Directory Info Integrated Browse Products
Product Request Acknowledgment

Data Flow Sequence

Version 0
DAAC to

DAAC
Network

LaRC
DAAC

EXHIBIT 2-1:  System Scenario Flow Diagram

Exhibit 2-1 provides a system scenario flow diagram for the data search and order functions of the
V0 IMS.  This example illustrates a query session initiated by a user logged into the GSFC DAAC
(1).  This log-in is initiated in the IMS Client element (2).  A typical query session would begin
with a user entering search parameters into the IMS inventory search screen.  Upon completion,
the IMS Client verifies that the parameters are valid and structures the query into a common
message format that can be processed at all DAACs.  Based on the parameters entered in this
example, however, only the GSFC DAAC and the Langley Research Center (LaRC) DAAC will
be queried.  The search message is passed internally to the GSFC IMS Server (3a), and externally
via the V0 (DAAC-to-DAAC) Network to the LaRC IMS Server (3b and 4).  For this example,
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subset of system elements.  The detailed approach for Phase I is provided in Section 3 and the
results of this phase are summarized in Section 4.

Phase II Goals:

• Measure system delay and utilization for the GSFC, LaRC and MSFC DAACs under “no
load” and “variable load” conditions.

• Measure network delay and utilization for the V0 DAAC-to-DAAC Network under “no load”
and “variable load” conditions.

• Analyze delay and utilization data to determine the causes of system and network delays.

• Use the data collected during load testing to calibrate an analytical performance model, that
will be used to predict delays for load conditions not tested.

Phase II will provide a delay characterization for the system elements analyzed in Phase I.
Additional data concerning response and transaction service times will be collected, as will system
utilization data.  These data will serve as input parameter values to calibrate an analytical
performance model of delay characteristics of the system elements.  The model will then be used
to predict performance of the V0 system as a whole.  The preliminary approach for Phase II is
outlined in Section 5.

2.2 V0 System Overview

2.2.1 Background

EOS is a long-term, interdisciplinary and multidisciplinary research mission that will study the
global-scale processes that shape and influence the Earth as a "system".  EOSDIS is being
designed as a distributed system that will provide the Earth science-related research community
with easy and reliable access to the full suite of EOS data and related non-EOS data.  EOSDIS
will support the archiving and distribution of data at DAACs, the Socio-Economic Data and
Applications Center (SEDAC), and Affiliated Data Centers (ADCs).  EOSDIS will connect these
centers via an Information Management System (IMS), which will provide an interface to support
data search and order activities at all of the data centers.

The EOSDIS V0 system development effort was initiated by the Earth Science Data and
Information System (ESDIS) Project as a first step towards full implementation of EOSDIS.  The
goal of the V0 effort has been to establish working prototypes of EOSDIS information retrieval,
science data processing, data archiving, product generation, data distribution, and networking
functions.  The principle effort for V0 has been the development of a prototype IMS interface.
The V0 system, including this interface, was released for general use on 28 August 1994.

2.2.2 V0 IMS Overview

The development of the V0 IMS prototype interface was a collaborative effort between the
ESDIS Project, the IMS team at Goddard Space Flight Center (GSFC), and the DAACs.  The
IMS supports both a graphical user interface (GUI) and character user interface (ChUI) to
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2. INTRODUCTION

2.1 Introduction

2.1.1 Purpose

The purpose of this technical analysis report is to document the initial results of the EOSDIS
system performance analysis conducted by the EOSDIS IV&V Team.  This report outlines the
approach used in Phase I, summarizes the issues and results of the initial analysis, and presents the
proposed approach for the follow-on analysis in Phase II.  The report also documents the lessons
learned during the analysis and identifies outstanding issues that could impact Phase II.

2.1.2 Analysis Objectives

There are two primary objectives for the EOSDIS V0 system performance analysis.  The first
objective is to characterize the performance of the data search and order process and identify the
underlying reasons for system delays experienced by the end user.  The second objective is to
allow the IV&V Team to gain "hands-on" experience with EOSDIS as a precursor of future
IV&V analyses.

2.1.3 Scope

Analysis of V0 performance is complicated by numerous challenges, all of which have analogies in
the future EOSDIS.  The distributed and heterogeneous nature of V0 introduces many
configuration variables (e.g., DAAC and user system configurations, network connectivity, etc.),
and control and/or measurement of all these variables is difficult or impossible.  The operational
and distributed nature of the system complicates the controlled manipulation of system workloads.
Users are free to log into the system at any time.

The EOSDIS V0 system performance analysis is being conducted in two phases.  The goals for
each phase are outlined below:

Phase I Goals:

• Identify the performance metrics that can be collected using existing tools.

• Understand the data search and order process.

• Pathfind the data collection process.

• Measure and analyze utilization of IMS and LAN resources at the GSFC and LaRC DAACs.
(CPU, Memory and Disk Utilization)

• Measure and analyze utilization of the GSFC-to-LaRC V0 Network circuit.  (Traffic
Load/Bandwidth Utilization)

Phase I includes an analysis of transaction flow across V0 system elements, development of a
spreadsheet model to analyze empirical utilization data, and collection of utilization data for a
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The traffic monitor for the GSFC-to-LaRC link of the V0 DAAC-to-DAAC Network failed
during the data collection period.  As a result, traffic data for the period of 27-30 September
were unavailable.  The monitor has been reset and is operating nominally.  Data for earlier in
the month were unavailable since the GSFC-to-LaRC link was down for an extended period
without detection.  The link has been repaired and software changes are being made to
facilitate fault detection.

In addition to the actual results of the analysis, several “lessons” were learned during the Phase I
analysis that will affect both Phase II of the analysis and future IV&V efforts.  These lessons
learned involved several aspects of the analysis including:

• Validation of the IV&V special studies methodology,

• Insights into the trade-offs between mathematical modeling and standard testing,

• The mechanics of data collection, and

• Balancing “evaluation” and “cooperation” when working with external elements to ensure
support for future activities.

Recommendations and conclusions drawn from the Phase I analysis will feed into the analysis
effort in Phase II.  These conclusions include the following:

• Low system utilization and reliability problems experienced during data collection are not
unusual during system start-up.  True performance characteristics (e.g., utilization, delay) may
not be visible until system operations reach a “steady state” of activity.  Therefore, it is
proposed that data collection for Phase II be delayed until February 1994.

• The problems experienced during data collection highlight the need for system reliability
analysis in addition to performance analysis.  This analysis should cover both hardware and
software reliability.  It may be beneficial to go beyond collecting availability statistics to
capture the causes of down-time or failures.  This would facilitate a Failure Modes Effects
Analysis (FMEA) to correlate failures and causes.

• The Phase I analysis has shown the value of collecting and reporting system performance data
at the DAACs. Each DAAC should collect system utilization information and provide
summary reports to the ESDIS DAAC System Manager on a regular basis.  This data could
then be used for problem identification and trend analysis.

The proposed approach for the Phase II analysis will build off the Phase I results.  In addition to
characterizing utilization, Phase II will characterize system delay in terms of response and
transaction times for three DAACs.  A correlation of delay and utilization data will be used to
identify potential problem.  This data will also be used to calibrate an analytical performance
model, which could characterize performance for the V0 system as a whole.
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• V0 DAAC-to-DAAC Network

Only three DAACs are currently configured to utilize the V0 DAAC-to-DAAC Network for
cross-DAAC traffic.  The other DAACs send cross-DAAC traffic via the Internet.  Since no
mechanism is currently available to monitor the V0 contribution to Internet traffic, it is
impossible to capture performance data for all cross-DAAC traffic.  The remaining DAACs
are scheduled to fully utilize the V0 network by November.

The V0 Network Office monitors, collects, and analyzes performance data for the V0 DAAC-
to-DAAC Network on a monthly basis.  No additional collection was required to support the
IV&V analysis effort.

• V0 Software

The V0 software applies “time stamps” to system messages as they enter and leave system
components.  These time stamps allow the calculation of transaction and transit times across
components.  The time stamping function is not providing accurate data due to two problems.
The system clocks at the DAACs are not currently synchronized, resulting in incorrect transit
times across the network.  In addition, the granularity of measurement for the software (i.e.,
one second) is not sufficient to capture the transit and processing times.  Both of these
problems are scheduled to be fixed in the November time-frame.

Utilization data was collected during the week of 23-30 September 1994.  This effort was limited
to two DAACs, located at Goddard Space Flight Center (GSFC) and Langley Research Center
(LaRC), and the V0 network link connecting them.  The results of this analysis include:

• GSFC DAAC

A system outage on 25 September resulted in the loss of performance data for 23-25
September.  Analysis of the utilization data for 26-30 September indicates that the GSFC
DAAC IMS hardware resources are suitable for the current workload.  The period of greatest
resource utilization occurred in the 08:00-20:00 EDT time period.  The peak periods across
all resources occurred during the 10:00-12:00 and 15:00-17:00 EDT time periods daily.  This
indicates heavier daytime usage, with mid-morning and afternoon surges.

• LaRC DAAC

Based on user statistics collected for the week of 23-30 September, V0 user activity during
the collection period was low (33 user log-ins).  This level of activity can be expected to
increase as system availability is advertised and users become familiar with the system.

Problems were experienced with the system monitoring configuration on the LaRC DAAC
IMS host during data collection.  As a result, no conclusions could be drawn concerning
system performance at the LaRC DAAC.  Monitoring problems have been resolved and tested
to ensure that valid data can be collected during the Phase II analysis.

• V0 DAAC-to-DAAC Network
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1. EXECUTIVE SUMMARY

This technical analysis report presents the initial results of the Earth Observing System (EOS)
Data and Information System (EOSDIS) Version 0 (V0) system performance analysis.  This
analysis is being conducted by members of the EOSDIS Independent Verification and Validation
(IV&V) Team with the support of personnel from the Earth Science Data and Information System
(ESDIS) Project, the Distributed Active Archive Centers (DAACs), and the V0 Network Office.
The V0 system is a working prototype, designed to provide experience needed for future
EOSDIS releases.  The analysis is focused on the data search and order processes.

The V0 system performance analysis has two major objectives.  The first objective is characterize
V0 system performance for the data search and order processes, and to identify the underlying
reasons for potential performance delays experienced by the end user.  The second objective is to
provide an opportunity for the IV&V Team to gain "hands-on" experience and lessons learned
with EOSDIS as a precursor of future IV&V analyses.

Analysis of V0 performance is complicated by numerous challenges, all of which have analogies in
the future EOSDIS.  The distributed nature of V0 introduces many configuration variables (e.g.,
DAAC and user system configurations, network connectivity, etc.), and control and/or
measurement of all these variables is difficult or impossible.  The operational and distributed
nature of the system complicates the controlled manipulation of system workloads.  Users are free
to log into the system at any time.

The V0 system performance analysis is being conducted in two phases.  Phase I, which was just
completed, was intended to provide experience with the V0 system and characterize system
utilization for a subset of the DAACs.  The findings and results of this phase are the focus of this
report.  Phase II of the V0 system performance analysis is scheduled to begin in November 1994.

Findings from our background investigation are grouped into DAAC-related, V0 DAAC-to-
DAAC Network-related, and V0 software-related items as follows:

• DAACs

The DAACs are not required to collect or report any system performance data for the ESDIS
Project.  As a result, the actual level of performance monitoring varies by DAAC.  System
performance monitoring and data collection tools were available at each of the DAACs
studied, but there were no common tools that would work on all of the DAAC systems.
Specific procedures must be developed for the configuration and use of each tool.

The Marshall Space Flight Center (MSFC) DAAC was unavailable during the data collection
period due to facility relocation activities.  In addition, a significant local area network (LAN)
upgrade is scheduled in the November/December time-frame.
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The title of this document is changed from “Version 0 User Assessment” to “EOSDIS Version 0
System Performance Technical Analysis Report” to more accurately reflect its contents.
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